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Today’s Lecture

• Neural networks
– Backprop example

• Clustering & classification: case study
– Sound classification: the tapper

• Recurrent nets
• Nettalk
• Glovetalk

– video

• Radial basis functions
• Unsupervised learning

– Kohonen nets

Not intext
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Backprop demo
• Consider the problem of learning to recognize

handwritten digits.
– Each digit is a small picture
– Sample the location in the picture: these are pixels

(picture elements)
– A grid of pixels can be used as input to a network
– Each digit is a training example.
– Use multiple output units, one to classify each possible

digit.

Not intext

CS-424  Gregory Dudek

Clustering & recognition
• How to we recognize things?

– By learning salient features.
• That’s what the hidden layer is doing.

• Another aspect of this is clustering together data that
is associated.
1. What do you observe (what features to extract)?
2. How do you measure similarity in “feature space”?
3. What do you measure with respect to?

One approach to part 3 is to define “exemplars”.

Not intext
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The tapper: a case study

See overheads…..

Not intext
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Temporal features?
• Question: how do you deal with time varying

inputs?

• We can represent time explicitly  or implicitly.

• The tapper represented time explicitly by recording a
signal as a function of time.
– Analysis is then static on a signal f(t)  where t  happens to

be time (or, in the discrete domain, on a vector).

– Shortcomings?

Not intext
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Difficulties of explicit time
• It is storage intensive (more units, more signal most

be stored and manipulated).
• It is “weight intensive”: more units, more weights?

• You must determine a priori  how larger the
temporal sampling window much be!

So what?
More weights -> harder training.  (less bias)

Not intext
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Topology changes
• Can we get by with fewer connections?
• When every neuron from one layer is connected to

every layer in the next layer, we call the network
fully-connected.

• What if we allow signals to flow backwards to a
preceding layer?
Recurrent networks
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Recurrent nets
• Simplest instance:

– Allow signals to flow in various directions between layers

• Can now trivially compute
f(t)  =  f(x)+ 0.5 f(t-1)

Time is implicit in the topology and weights.
Difficult to avoid blurring in time , however.
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Example: nettalk
• Learn to read English: output is audio speech

First
grad
text,
before &
after
training.

Dictionary
Text, getting 
progressively
Better.
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Example: glovetalk
• Input: gestures
• Output: speech

• Akin to reading sign language, but HIGHLY
simplified.
– Input is encoded as electrical signals from, essentially, a

Nintendo Power Glove.
• Various joint angles as a function of time.

See Video
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Unsupervised learning
• Given a set of input examples, can we categorize

them into meaningful groups?

• This appears to be a common aspect of human
intelligence.
– A precursor to recognition, hypothesis formation, etc.

• Several mechanisms can be used.
– The tapper illustrated an essentially statistical approach

• Supervised?
– Nice methods based on Bayes rule
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Kohonen nets
• AKA Kohonen feature maps

• A graph G that encodes learning
– Think of vertices as embedded in a metric space, eg. The

plane.
– Inputs represented as points in an N-dimensional space

• Based on number of degrees of freedom (number of
parameters)

• Every node connected to all inputs
• One weight on every edge
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Kohonen learning

For each training example si

Compute distance d between si and each node nj.
d = sqrt( ( [si][wi]

T )2 )

Find node with min distance
For each node close to n:  D(n,n’)<K

update weights:
wi = wi + c(si - wi)

Make c  and K  smaller.
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Kohonen parameters
Need two functions:

• (Weighted) Distance from nodes to inputs
• Distance between nodes

Two constants:
– A threshold K    on inter-node distance
– A learning rate c
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Kohonen example
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Kohonen: problems?
• We had to choose the features in advance.
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