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Lecture 11

• Learning
– What is learning?
– Supervised vs. unsupervised
– Supervised learning

• ALVINN demo (cf. DAA p. 181)
• Inductive inference
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Problem Solving as Search:recap
Uninformed search:
• DFS
• BFS
• Uniform cost search

•  time / space complexity
–  size search space: up to approx. 1011 nodes
– special case: Constraint Satisfaction / CSPs

• generic framework: variables \& constraints

dudek
This is from DAA, chapter 5.

The midterm covers all lectures and the text up to section 5.2, not including LISP.



dudek
We saw a simple GA drawing example last class.

The "genetic art" program for the mac is available at www.cim.mcgill.ca/~dudek/ga.html



2

CS-424  Gregory Dudek

Better….
• Informed search: use heuristic function guide to goal

– Greedy search
– A* search:  provably optimal

• Search space up to approx.\ $1025

– Local search  (incomplete)
–  Greedy / hillclimbing / GSAT
–  Simulated annealing}\\
–  Genetic Algorithms / Genetic Programming
– Larger search spaces
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Adversary search

Adversary search / game playing
–  Minimax

•  Up to around 1010  nodes, 6 --- 7 ply in
chess.

– alpha-beta pruning
• Up to around 1020 nodes, 14 ply in chess.

–  provably optimal
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Genetic Algorithms
• Example:

worked out on blackboard.

– Using an GA to generate a course lecture schedule.
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Kinds of Learning (Q&A)
• What do you associate with the term learning?
What is for you the prototypical learning task?

•Memorizat ion and rote learning like

flashcards?

•Skill acquisition such as learning t o ski

or learning to do symbolic integration?

•Theory or discovery learning like

discovering a new economic s model for

predicting m arket fluctu ations?
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What is learning?

Definition: “… changes to the
content and organization of an
agent's knowledge enabling it to
improve its performance on a
particular task or population of
tasks” [Herb Simon].
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Types of learning
• Inferential basis

– Inductive learning
– Deductive learning
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Inductive
• inductive learning and the acquisition of new

knowledge
– inferring generalities from particulars - note that this type

of learning is not sound - e.g., learn what foods served at
the cafeteria are digestible
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Deductive
• deductive learning and the organization of existing

knowledge
– making explicit deductive consequences of existing

axioms - this type of learning generally is sound - e.g.,
expedite deductive inference by adding new axioms
from forall x, loves(x,x)  and
forall x,y, loves(x,y) -> (has-money(x) -> pay-bill(x,y))
     we can conclude that
forall x, has-money(x) -> pay-bill(x,x)

– How can this axiom expedite deductive inference?
– Could this axiom possibly slow deductive inference?



6

CS-424  Gregory Dudek

Learning: pedagogical classification
• Pedagogical basis

– How to we teach the learning system?
– Supervised vs. unsupervised.

CS-424  Gregory Dudek

Supervised
• supervised learning involves a teacher that provides

examples of the form (description,solution).
– I.e.  Pair where the solution for a specific problem

instance is explicitly indicated.

• The description is a representation of a particular
problem instance or situation and solution is a
representation of the desired solution or response

• e.g., ((2 * (3 + 4))         14)
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Unsupervised
• unsupervised learning need not involve a teacher at

all.
• if it does teacher only provides rewards and

punishments.
• The learner not only has to figure out what

constitutes a problem instance but also has to figure
out an appropriate response

• e.g., learn chess by trial and error or discovery learning as in
learning new concepts in mathematics (perfect numbers) or
game playing (in simulated sea battles lots of small cruisers
are often better than a few very large battleships).
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Concepts as functions
•  f:X -> Y

    Input space
X = {0,1} x {0,1} x ... {0,1} = {0,1} n

i.e., the set of all possible assignments to n boolean variables
X = Rn where R is the real numbers
X = set of all descriptions of some class of objects

e.g., descriptions of cars: horse power, engine displacement,
weight, airbags, front/rear/four wheel drive, color
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f:X -> Y
Output space
• Y = {0,1}   this is called concept learning
• Y = {1,2,3,...,n} this is called classification

– think of the integers 1 through n as representing classes
e.g., compact, sporty, subcompact, midsize, full size,
too_damn_big

• Y = set of possible actions to take
– e.g., learning to drive a car f maps images through the

windshield to actions that steer, brake, and accelerate

• Y = could be an arbitrary vector space e.g., Rn or
{0,1} n
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Supervised learning
• Example:

• The learning system is given a set of training
examples of the form (x,y).

• For example, ((0 1),0), ((1 0),0), ((1 1),1)  are training
examples for a two input boolean function.

conjunction.



9

CS-424  Gregory Dudek

Example presentation
• Batch problems  all of the examples are given at

once

• Online problems, the learner is given one example at
a time and is assumed not to have the storage
necessary to keep track of all of the examples seen
so far.

• Why is online interesting?  Examples?
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A learning system
• ALVINN demo video….

• This system does real learning.
– Is it supervised?
– Is it batch?
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• For now,  consider learning problems in which the
training examples are noise free.

• This is not always the case.
– e.g., what if the driver made a bad decision while training

ALVINN?

• Generally, some sort of statistical analysis is needed
to avoid being misled by mis-classified training
examples.

• Other examples?

•Learning web-page preferences.

•Movie selections (grouchy mood).

•Medical diagnosis (erratic
symptom/dishonest patient).
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Learning: formalism

Come up with some function f such that

• f(x) = y
for all training examples (x,y) and

•  f (somehow) generalizes to yet unseen examples.

– In practice, we don’t always do it perfectly.
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Inductive bias: intro
• There has to be some structure apparent in the inputs

in order to support generalization.
• Consider the following pairs from the phone book.

Inputs Outputs
Ralph Student 941-2983
Louie Reasoner 456-1935
Harry Coder 247-1993
Fred Flintstone ???-????

There is not much to go on here.
•Suppose we were to add zip code information.
•Suppose phone numbers were issued based on the spelling
of a person's last name.
•Suppose the outputs were user passwords?
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Example 2
• Consider the problem of fitting a curve to a set of

(x,y) pairs.
|    x  x
|-x----------x---
|    x
|__________x_____

– Should you fit a linear, quadratic, cubic, piece-wise linear
function?

– It would help to have some idea of how smooth the target
function is or to know from what family of functions (e.g.,
polynomials of degree 3) to choose from.

– Does this sound like cheating?  What's the alternative?
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Inductive Bias: definition
• This "some idea of what to choose from" is called an

inductive bias.
• Terminology

H, hypothesis space - a set of functions to choose from
C, concept space - a set of possible functions to learn

• Often in learning we search for a hypothesis f in H
that is consistent with the training examples, i.e.,
f(x) = y for all training examples (x,y).

• In some cases, any hypothesis consistent with the
training examples is likely to generalize to unseen
examples. The trick is to find the right bias.


