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Consider a particular ω and y1:T , u1:T :

πt+1(xt+1) = P(Xt+1 = xt+1 | Y1:t+1 = y1:t+1, U1:t = u1:t) (1)

=
P(Xt+1 = xt+1, Yt+1 = yt+1 | Y1:t = y1:t, U1:t = u1:t)∑

x̃t+1
P(Xt+1 = x̃t+1 | Y1:t = y1:t, U1:t = u1:t)

(2)

Rewriting the numerator with the law of total probability:∑
x̃t

P(Yt+1 = yt+1 | Xt+1 = xt+1, xt = x̃t, Y1:t = y1:t, U1:t = u1:t) (3)

× P(Xt+1 = xt+1 | Xt = x̃t, Y1:t = y1:t, U1:t = u1:t) (4)

× P(Xt = x̃t | Y1:t = y1:t, U1:t = u1:t) (5)

By independence upon the basic random variables, (3) and (4) simplify to:

P(Yt+1 = yt+1 | Xt+1 = xt+1, xt = x̃t, Y1:t = y1:t, U1:t = u1:t) = P(Yt+1 = yt+1 | Xt+1 = xt+1)

P(Xt+1 = xt+1 | Xt = x̃t, Y1:t = y1:t, U1:t = u1:t) = P(Xt+1 = xt+1 | Xt = x̃t, Ut = ut)

As for (5), we apply Baye’s rule again:

P(Xt = x̃t | Y1:t = y1:t, U1:t = u1:t) =
P(Xt = x̃t, Ut = ut | Y1:t = y1:t, U1:t−1 = u1:t−1)∑
x̂t
P(Xt = x̂t, Ut = ut | Y1:t = y1:t, U1:t−1 = ut−1

(6)

and write the numerator as

P(Ut = ut | Xt = x̃t, Y1:t = y1:t, U1:t−1 = u1:t−1)× P(Xt = x̃t |W1:t = y1:t, U1:t−1 = u1:t−1) (7)

=
1ut(gt(y1:t, u1:t−1)πt(x̃t))

1ut(gt(y1:t, u1:t−1))
∑

x̂t
πt(x̂t)

(8)

= πt(x̃t) (9)

Under these simplifications, the numerator of (2) becomes:∑
x̃t

P(Yt+1 = yt+1 | Xt+1 = xt+1)× P(Xt+1 = xt+1 | Xt = x̃, Ut = ut)× πt(x̃t) = At(yt+1, xt+1, ut, πt)

(10)
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The belief state at t+ 1 is then of the form:

πt+1(xt+1) =
At(yt+1, xt+1, Ut, πt)∑

x̃t+1
At(yt+1, x̃t+1, Ut, πt)

= ϕt(πt, yt+1, ut)(xt+1) (11)
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