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(1 - 1/3) Finite Games on Networks

We consider games with

Time is denoted t ∈ [0,∞),

N players, denoted Ai, 1 ≤ i ≤ N <∞,

An n-node network, with adjacency matrix (gni,j)i,j=1:n,

At node l ∈ {1, ..., n}, there is a cluster of players Cl, and

N =

n∑

l=1

|Cl|.
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(1 - 2/3) Finite Games on Networks

Finite Network Game:

Players interact via network mean fields, {zi,nt } with i ∈ Ch:

zi,nt =
1

n

n∑

l=1

gnh,l

(
1

|Cl|
∑

j∈Cl

xjt

)
, for all t ≥ 0, i = 1, . . . , N.

Each player Ai chooses a control ui so as to minimize the cost

JN (ui, u−i) := E
∫ ∞

0
e−ρt

[
r(uit)

2 +
(
xit − zi,nt

)2]
dt, (1)

where ρ > 0, u−i denotes the controls of all other players, and

dxit =
(
axit + buit

)
dt+ σdwit, xi0 ∼ N (mh, ν2), t ≥ 0.

(2)

Note: Uniform network weights → standard Mean Field Games.
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(1 - 3/3) Finite Games on Networks

Definition (Nash Equilibrium)

A collection of controls, denoted (ui∗, i = 1, ..., N), is a Nash
equilibrium if and only if any unilateral deviation from ui∗ to any
other control ui yields a higher cost, that is,

JNi (ui∗, u−i∗) ≤ JNi (ui, u−i∗), ∀i = 1, ..., N. (3)

Remark

In general, Nash equilibrium for games on networks gets
increasingly harder to obtain as both the players and nodes
counts grow.
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(2 - 1/13) Limit Games on Networks

Limit Model

For non-uniform networks, Graphon Mean Field Games
(GMFGs) models the limit games when both,

n→∞, and min
l∈{1,...,n}

|Cl| → ∞.

Assumption (A0)

Players in each cluster are exchangeable and their individual
impact on the interaction term is negligible.

The networks are modelled by asymptotically dense sequences
of graphs {(gni,j)i,j=1:n}∞n=1 which converge to a bounded
symmetric measurable function (i.e. a graphon).
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(2 - 2/13) Limit Games on Networks

How many 4-cycles must a graph with edge density at least 1/2 have?

So, suppose G has n vertices and at least n(n� 1)/4 edges, half as many as are possible. Can you avoid
having many 4-cycles? It is an interesting and worthwhile exercise to try to find as many as you can;
start with trying to find at least one. It is not hard to see that there are at most on the order of n4

4-cycles (in fact, there are 3
�
n
4

�
possible). The following result of Erdős tells us that there must be very

many 4-cycles, in fact, on the order of n4 of them.

Theorem (Erdős) For any graph G,

t( , G) � t( , G)4.

In particular, if t( , G) � 1/2, then t( , G) � 1/16.

In light of the theorem, it would be best to reformulate our problem as follows.

Minimize t( , G) over all finite graphs G satisfying t( , G) � 1/2.

It is beneficial at this point to draw an analogy with a problem familiar from elementary calculus.

Minimize x3 � 6x over all real numbers x satisfying x � 0.

The minimum here is attained at x =
p

2, which, though our polynomial has rational coe�cients, is
irrational. The best we can do in the rational numbers is find a sequence limiting to

p
2 at which the

polynomial achieves values approaching the minimum. Completing the rational numbers to the real
numbers allows us to objectify the limit, which algebra then allows us to realize and work with as

p
2.

It turns out that we are in an analogous situation with our graph problem. Erdős’ theorem tells us that
the minimum of t( , G) is greater than or equal to 1/16, and with a little extra work, it can be shown
that that minimum is not achieved by any finite graph. There is, however, a sequence of finite graphs
(Rn)n with edge density at least 1/2 and 4-cycle density approaching 1/16. Indeed, for each n � 1, let
Rn be an instance of a random graph on n vertices where the existence of each possible edge is decided
independently with probability 1/2. By throwing those Rn’s away for which t( , Rn) < 1/2, the 4-cycle
density in the remaining graphs almost surely limits to 1/16.

The situation is now primed for us to seek to, in pure analogy, complete the space of graphs, realize the
limit of (Rn)n as workable object, and understand the way in which that object achieves the minimum
of 1/16 in our problem above.

Graphons

Let’s speculate as to the possible limits of the graph sequence (Rn)n, where Rn is an instance of a
random graph with edge probability 1/2. One real possibility is the Rado graph, the random graph with
vertex set N and edge probability 1/2. (I write “the” random graph since any two instances of such a
graph are almost surely isomorphic.) This and many other possible limits are explored in [1] but are not
examples of graphons.

Exploring an idea that at first sight is a bit more naive, consider the following three representations of
a graph.

Graph Adjacency Matrix Pixel Picture

�!

0
BB@

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

1
CCA �!

2

Finally, consider the following inductively defined sequence of graphs (Gn)n. Let G1 = . For n � 2,
construct Gn from Gn�1 by adding one new vertex, then, considering each pair of non-adjacent vertices in
turn, drawing an edge between them with probability 1/n. This is called a growing uniform attachment
graph sequence, and the pixel pictures below come from one particular instance of a such a sequence.
This sequence of graphs almost surely limits to the graphon 1 � max(x, y).

It is finally time to define graphons properly.

Definitions A labeled graphon is a symmetric, Lebesgue-measurable function from [0, 1]2 to [0, 1] (mod-
ulo the usual identification almost everywhere). An unlabeled graphon is a graphon up to relabeling,
where a relabeling is given by an invertible, measure preserving transformation of the [0, 1] interval.
More formally, a labeled graphon W determines the equivalence class of graphons

[W ] =

⇢
W' : (x, y) 7! W

�
'(x), '(y)

� ����
' an invertible, measure

preserving transformation of [0, 1]

�
.

Such equivalence classes are called unlabeled graphons.

It is helpful to think of graphons as edge-weighted graphs on the vertex set [0, 1]. In this sense, the
sequence (Rn)n of instances of random graphs with edge probability 1/2 almost surely limits to the
complete graph on a continuum of vertices, each edge with weight 1/2. Also, note that any graph gives
rise to several labeled graphons via its various pixel pictures and that each of these graphons correspond
to the same unlabeled graphon.

This viewpoint also allows us to extend homomorphism densities to graphons in an intuitive way. This
will allow us to see how the limit of the graph sequence (Rn)n, the constant 1/2 graphon, solves the
minimization problem from the previous section.

For a finite graph G, the value t( , G) may be computed by giving each vertex of G a mass of 1/n and
integrating the edge indicator function over all ordered pairs of vertices. In complete analogy, the edge
density of a graphon W is given by the expression

t( , W ) =

Z

[0,1]2
W (x, y) dxdy.

It is not hard to see then that

t( , W ) =

Z

[0,1]4
W (x1, x2)W (x2, x3)W (x3, x4)W (x4, x1) dx1dx2dx3dx4.

It is straightforward from here to write down the formula for the homomorphism density t(H, W ) of a
finite graph H into a graphon W .

Finally, in the case of W ⌘ 1/2 as the limit graphon of (Rn)n, we see that t( , W ) = 1/2 and
t( , W ) = 1/16, solving the minimization problem from the previous section elegantly.

4

Concept of Graphon for large/uncertain/growing graphs/graph limits (Lovasz’12).

Definition

A graphon is a bounded symmetric measurable function

g : [0, 1]× [0, 1]→ [0, 1]

: (α, β) 7→ g(α, β).
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(2 - 3/13) Limit Games on Networks

Some References on Limit Games on Networks.

Cluster of players per node : Caines and Huang (2018, 2021),
Gao et al (2021) ...

One player per node : Delarue (2017), Huang et al. (2010),
Parise and Ozdaglar (2019), Carmona et al. (2019), Gao et al
(2021), Lacker and Soret (2022), Aurell et al. (2022) ...

Motivation for agent cluster per node: exploring agent similarity
properties to simplify network analysis (e.g. community detection,
neuronal dynamics, epidemics models on networks).
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(2 - 4/13) Limit Games on Networks

Linear Quadratic Gaussian GMFGs (LQG-GMFGs):

1 Find best responses, uα,o := (uα,ot )t∈[0,T ], such that

J(uα,o, zα) = min
uα∈A

J(uα, zα) (4)

= min
uα∈A

E
∫ ∞

0
e−ρt

[
r
(
uαt
)2

+
(
xαt − zαt

)2]
dt

where for all t ∈ [0,+∞), and α ∈ [0, 1]

dxαt = (axαt + buαt ) dt+ σdwαt , xα0 ∼ N (mα, ν2). (5)

2 Verify that the optimal states {xα,ot , t ∈ [0,∞), ∀α ∈ [0, 1]},
satisfy the consistency conditions, ∀(α, t) ∈ [0, 1]× [0,∞);

zαt =

∫ 1

0
g(α, β)E[xβ,ot ]dβ. (6)
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(2 - 5/13) Limit Games on Networks

Proposition (Solvability of LQG-GMFGs)

LQG-GMFGs are solvable whenever there exist solutions,
{zαt , sαt , qαt , α ∈ [0, 1], t ∈ [0,∞)} ⊂ Cb ([0,∞))× L2 ([0, 1]) to

dzαt
dt

=

(
a− b2

r
π

)
zαt −

b2

r

∫ 1

0
g(α, β)sβt dβ, (7)

dsαt
dt

=
(
− a+ b2

r
π + ρ

)
sαt + zαt , (8)

zα0 =

∫ 1

0
g(α, β)mβdβ,

where π is the positive solution to the Riccati equation

ρπ = 2aπ − b2

r
π2 + 1, r > 0, ρ > 0.
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(2 - 6/13) Limit Games on Networks

When the ODEs above has solutions (z, s), it holds that

the players’ best responses are given by,

uα,ot = − b
r

(
πxα,ot + sαt

)
, t ∈ [0,∞), α ∈ [0, 1],

the players’ costs at equilibrium are given by,

J(uα, z) = π(ν2 + (mα)2) + 2sα0m
α + qα0 , α ∈ [0, 1].

where qα satisfies
dqαt
dt

= −σ2π +
b2

r
(sαt )

2 − (zαt )
2 + ρqαt
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(2 - 7/13) Limit Games on Networks

To solve the ODEs, we derive (zα∞, s
α
∞, q

α
∞) from a steady state

condition in the infinite horizon,

0 =
dzα∞
dt

=
dsα∞
dt

=
dqα∞
dt

, ∀α ∈ [0, 1]. (9)

We obtain a family of algebraic equations indexed by α ∈ [0, 1],

0 =

(
a− b2

r
π

)
zα∞ −

b2

r

∫ 1

0
g(α, β)sβ∞dβ, (10)

0 =
(
− a+ b2

r
π + ρ

)
sα∞ + zα∞, (11)

0 = −σ2π +
b2

r
(sα∞)2 − (zα∞)2 + ρqα∞. (12)
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(2 - 8/13) Limit Games on Networks

Note that the first two algebraic equations are equivalent (almost
everywhere on [0, 1]) to

[(
a− b2

r
π

)(
a− b2

r
π − ρ

)
I − b2

r
g

]
◦ s∞ = 0, (13)

where

(g ◦ s∞)(·) :=
∫ 1

0
g(·, β)s∞(β)dβ,

I denotes the identity operator from L2 ([0, 1]) to L2 ([0, 1]).

Assumption (A1)

The spectrum of the graphon g(·, ·) does not contain the value,

(
b2

r

)−1(
a− b2

r
π

)(
a− b2

r
π − ρ

)
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(2 - 9/13) Limit Games on Networks

Under the above assumption on the eigenvalues of g, the first two
algebraic equations admits the (unique) solution in L2([0, 1]) with

zα∞ = 0 = sα∞, α ∈ [0, 1]. (14)

Then the third algebraic equation admits the solution,

qα∞ =
σ2π

ρ
, α ∈ [0, 1]. (15)

Assumption (A2a)

The graphon g is of finite rank, i.e., there exists L <∞ such that

g(α, β) =

L∑

`=1

λ`f`(α)f`(β),

where f` is the orthonormal eigenfunction associated with the
non-zero eigenvalue λ` of g.
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(2 - 10/13) Limit Games on Networks

Assumption (A2b)

The nonzero eigenvalues of the graphon g satisfy

λ` < 1 +
a

b2
a(a− ρ), ∀` ∈ {1, . . . , L}.

Assumption (A2c)

The following inequality holds: a+
1

π
> 0.

These two assumptions ensure that the equation for (z, s) has a
unique solution pair.
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(2 - 11/13) Limit Games on Networks

Proposition (Explicit Solutions)

Assume that (A1) and (A2) hold. Then (z, s) is explicitly given as
below ∀t ≥ 0, α ∈ [0, 1],

zαt =

L∑

l=1

f`(α)z
`
t , sαt = −

L∑

l=1

f`(α)

(
z`t

θ(λ`) + θ(0)

)
,

where for ` ∈ {1, . . . , L}

z`t = λ`〈m, f`〉 exp
[(ρ

2
− θ(λ`)

)
t
]

(16)

and θ(·) is a function defined by

θ(τ) :=

√
(ρ− 2a)2

4
+ (1− τ)b

2

r
, τ ∈ R. (17)
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(2 - 12/13) Limit Games on Networks

Sketch of the proof:

We follow Gao et al. (2021) and define the eigen processes

z`t = 〈zt, f`〉, s`t = 〈st, f`〉, t ∈ [0,∞], ` ∈ {1, ..., L}.

These processes are solutions to the following ODEs,

dz`t
dt

=

(
a− b2π

r

)
z`t − λ`

b2

r
s`t, z`0 = λ`〈m, f`〉, z`∞ = 0,

ds`t
dt

= z`t +

(
− a+ b2π

r
+ ρ

)
s`t, s`∞ = 0.

Differentiating yields the second order ODE for z`,

d2z`t
dt
− ρdz

`
t

dt
+

[
λ`
b2

r
−
(
a− b2π

r

)2

+ ρ

(
a− b2π

r

)]
z`t = 0,

and we explicitly solve for {z`, ` = 1, . . . , L}.
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(2 - 13/13) Limit Games on Networks

Given the explicit {z, s}, we derive an explicit {q}, solving

dqαt
dt

= −σ2π +
b2

r
(sαt )

2 − (zαt )
2 + ρqαt , qα∞ =

σ2π

ρ
. (18)

Given {z, s, q} we compute the players’ costs at equilibrium as
below,

J(uα, z) = πν2 + π(mα)2) + 2sα0m
α + qα0 , α ∈ [0, 1].
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(3 - 1/3) Equilibrium Cost for GMFG

Proposition (Explicit Cost)

Assume (A1)-(A2) hold. Then, the cost at equilibrium is explicitly
given below: for almost every α ∈ [0, 1],

J(uα, z) = πν2 + π(mα)2 +
σ2π

ρ

− 2r

b2
mα

L∑

`=1

f`(α)(θ(0)− θ(λ`))〈m, f`〉

−
L∑

k=1

L∑

`=1

fk(α)f`(α)〈m, fk〉〈m, f`〉
(

ρ

θ(λ`) + θ(λk)
− 2

)

1

ρ

[
λ`λk−

r

b2
(θ(0)− θ(λ`))(θ(0)− θ(λk))

]
,

where θ(τ) :=

√
(ρ− 2a)2

4
+ (1− τ)b

2

r
, τ ∈ R.
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(3 - 2/3) Equilibrium Cost for GMFG

Assumption (A3)

The initial means are non-zero and the same for all nodes, that is,

∀α ∈ [0, 1], mα = m 6= 0. (19)

Proposition (Cost Simplification)

Assume that (A1)-(A3) hold, the equilibrium costs admit the
following representation, for every α ∈ [0, 1],

J(uα, z) = π

(
ν2 +m2 +

σ2

ρ

)
− 2b2

r
m2

∫ 1

0
ĝ(α, β)dβ

−m2

∫ 1

0
g̃(α, β |α)dβ.

20 / 24



(3 - 3/3) Equilibrium Cost for GMFG

The introduced graphons ĝ(·, ·) and g̃(·, · | α), α ∈ [0, 1], are finite
rank and defined for all (ε, β) ∈ [0, 1]× [0, 1] by

ĝ(ε, β) :=

L∑

k=1

λ̂kfk(ε)fk(β),

g̃(ε, β |α) :=
L∑

k=1

λ̃αkfk(ε)fk(β),

and for all k ∈ {1, . . . , L}, for all α ∈ [0, 1], the eigenvalues are

λ̂k = θ(0)− θ(λk)

λ̃αk :=

L∑

`=1

f`(α)〈1, f`〉
(

ρ

θ(λ`) + θ(λk)
− 2

)(
1

ρ
λkλ` −

b2

ρr
λ̂kλ̂`

)
.

21 / 24



(4 - 1/2) Minimal Cost Nodes

Proposition (Minimal Cost Nodes)

Assume that (A1)-(A2)-(A3) hold. Any node α∗ ∈ [0, 1] is, almost
surely, a node with minimal cost at equilibrium, if and only if,
α∗ ∈ [0, 1] satisfies the condition:

α∗ = argmax
α∈[0,1]

[
2r

b2

∫ 1

0
ĝ(α, β)dβ +

∫ 1

0
g̃(α, β|α)dβ

]
. (20)
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(4 - 2/2) Minimal Cost Nodes

An example: let the 1-rank approximation of the UA Graphon

g(α, β) = λf(α)f(β), (α, β) ∈ [0, 1]2. (21)

where

λ =
4

(3.14)2
, f(α) = −

√
2 cos

(π
2
α
)
, α ∈ [0, 1]. (22)

α∗ = 0 has minimal cost at equilibrium.
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(5) Conclusion and Extensions

Conclusion

We explicitly solved a class of infinite horizon LQG-GMFGs.

We established the explicit equilibrium cost.

We found a necessary and sufficient condition for identifying
nodes, α ∈ [0, 1], associated with minimal cost at GMFG
equilibrium.

Extensions

Properties of the newly introduced graphons.

Links with centrality notions for games on large networks
(see Gao CDC’22 Fixed-Point Centrality for Networks).

Interventions to shape the cost landscape.
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