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Motivation and Background

Mean field couplings → Network couplings (nonhomegenous, pairwise, random)

Graphon theory: model large graphs and graph limits (Lovász-Szegedy 06’, Borgs

et al. 08’, 12’, Lovász 12’)

Graphon applications:

Dynamical systems: heat equations (Medvedev 14’), coupled oscillators
(Chiba-Medvedev 19’), graphon particle systems (Bayraktar-Wu 20’, Coppini 21’)

Static games (Parise-Ozdaglar 18’, Carmona et al. 19’)

Dynamic games (GMFG Caines-Huang 18’,19’, 20’, Song et. al 20’, Carmona et al. 21’, etc.)

Control of large network-coupled dynamical systems (Gao-Caines 17’,18’,19’,20’,21’)

Network centrality (Avella-Medina et al. 18’), signal processing (Morency et al. 17’),
graph neural networks (Ruiz-Ribeiro-Chamon 19’, 20’), epidemic modeling (Gao-Caines 19’,

Vizuete-Frasca-Garin 20’), etc.

Mean field games on networks: Huang-Caines-Malhamé 10’, Guéant 15’, Camilli-Marchi 16’,

Delarue 17’, Lacker-Soret 20’, Feng-Fouque-Ichiba 20’, etc.
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Introduction to Graphons
Graphon Representation of Graphs

Definition (Graphons)

Bounded symmetric Lebesgue measurable functions

W : [0, 1]2 → [0, 1]

interpreted as weighted graphs with the vertex set [0, 1].

Notation: W0 := {W : [0, 1]2 → [0, 1]} and Wc := {W : [0, 1]2 → [−c,c]}, c > 0

Examples:

mean field coupling: W(x,y) = 1

uniform attachment limit: W(x,y) = 1 −max(x,y)Finally, consider the following inductively defined sequence of graphs (Gn)n. Let G1 = . For n � 2,
construct Gn from Gn�1 by adding one new vertex, then, considering each pair of non-adjacent vertices in
turn, drawing an edge between them with probability 1/n. This is called a growing uniform attachment
graph sequence, and the pixel pictures below come from one particular instance of a such a sequence.
This sequence of graphs almost surely limits to the graphon 1 � max(x, y).

It is finally time to define graphons properly.

Definitions A labeled graphon is a symmetric, Lebesgue-measurable function from [0, 1]2 to [0, 1] (mod-
ulo the usual identification almost everywhere). An unlabeled graphon is a graphon up to relabeling,
where a relabeling is given by an invertible, measure preserving transformation of the [0, 1] interval.
More formally, a labeled graphon W determines the equivalence class of graphons

[W ] =

⇢
W' : (x, y) 7! W

�
'(x),'(y)

� ����
' an invertible, measure

preserving transformation of [0, 1]

�
.

Such equivalence classes are called unlabeled graphons.

It is helpful to think of graphons as edge-weighted graphs on the vertex set [0, 1]. In this sense, the
sequence (Rn)n of instances of random graphs with edge probability 1/2 almost surely limits to the
complete graph on a continuum of vertices, each edge with weight 1/2. Also, note that any graph gives
rise to several labeled graphons via its various pixel pictures and that each of these graphons correspond
to the same unlabeled graphon.

This viewpoint also allows us to extend homomorphism densities to graphons in an intuitive way. This
will allow us to see how the limit of the graph sequence (Rn)n, the constant 1/2 graphon, solves the
minimization problem from the previous section.

For a finite graph G, the value t( , G) may be computed by giving each vertex of G a mass of 1/n and
integrating the edge indicator function over all ordered pairs of vertices. In complete analogy, the edge
density of a graphon W is given by the expression

t( , W ) =

Z

[0,1]2
W (x, y) dxdy.

It is not hard to see then that

t( , W ) =

Z

[0,1]4
W (x1, x2)W (x2, x3)W (x3, x4)W (x4, x1) dx1dx2dx3dx4.

It is straightforward from here to write down the formula for the homomorphism density t(H, W ) of a
finite graph H into a graphon W .

Finally, in the case of W ⌘ 1/2 as the limit graphon of (Rn)n, we see that t( , W ) = 1/2 and
t( , W ) = 1/16, solving the minimization problem from the previous section elegantly.

4

Uniform attachment graph sequence converges to the limit under the cut metric w.p. 1 (Lovász 12’)
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How many 4-cycles must a graph with edge density at least 1/2 have?

So, suppose G has n vertices and at least n(n� 1)/4 edges, half as many as are possible. Can you avoid
having many 4-cycles? It is an interesting and worthwhile exercise to try to find as many as you can;
start with trying to find at least one. It is not hard to see that there are at most on the order of n4

4-cycles (in fact, there are 3
�
n
4

�
possible). The following result of Erdős tells us that there must be very

many 4-cycles, in fact, on the order of n4 of them.

Theorem (Erdős) For any graph G,

t( , G) � t( , G)4.

In particular, if t( , G) � 1/2, then t( , G) � 1/16.

In light of the theorem, it would be best to reformulate our problem as follows.

Minimize t( , G) over all finite graphs G satisfying t( , G) � 1/2.

It is beneficial at this point to draw an analogy with a problem familiar from elementary calculus.

Minimize x3 � 6x over all real numbers x satisfying x � 0.

The minimum here is attained at x =
p

2, which, though our polynomial has rational coe�cients, is
irrational. The best we can do in the rational numbers is find a sequence limiting to

p
2 at which the

polynomial achieves values approaching the minimum. Completing the rational numbers to the real
numbers allows us to objectify the limit, which algebra then allows us to realize and work with as

p
2.

It turns out that we are in an analogous situation with our graph problem. Erdős’ theorem tells us that
the minimum of t( , G) is greater than or equal to 1/16, and with a little extra work, it can be shown
that that minimum is not achieved by any finite graph. There is, however, a sequence of finite graphs
(Rn)n with edge density at least 1/2 and 4-cycle density approaching 1/16. Indeed, for each n � 1, let
Rn be an instance of a random graph on n vertices where the existence of each possible edge is decided
independently with probability 1/2. By throwing those Rn’s away for which t( , Rn) < 1/2, the 4-cycle
density in the remaining graphs almost surely limits to 1/16.

The situation is now primed for us to seek to, in pure analogy, complete the space of graphs, realize the
limit of (Rn)n as workable object, and understand the way in which that object achieves the minimum
of 1/16 in our problem above.

Graphons

Let’s speculate as to the possible limits of the graph sequence (Rn)n, where Rn is an instance of a
random graph with edge probability 1/2. One real possibility is the Rado graph, the random graph with
vertex set N and edge probability 1/2. (I write “the” random graph since any two instances of such a
graph are almost surely isomorphic.) This and many other possible limits are explored in [1] but are not
examples of graphons.

Exploring an idea that at first sight is a bit more naive, consider the following three representations of
a graph.

Graph Adjacency Matrix Pixel Picture

�!

0
BB@

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

1
CCA �!
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Introduction to Graphons
Compactness of Graphon Space (Lovász 12’)

Cut norm: ‖W‖� := sup
S,T⊂[0,1]

∣∣∣∣
∫
S×T

W(x,y)dxdy

∣∣∣∣

Cut metric: δ�(W,V) := inf
φ
‖Wφ −V‖�,

where φ is a measure preserving bijections: Wφ(x,y) = W(φ(x),φ(y)).

Theorem (Compactness (Lovász 12’))

The graphon spaces (W̃0,δ�) and (W̃c,δ�) are compact. ?

By compactness, infinite sequences of graphons will necessarily possess one or more
sub-sequential limits under the cut metric.

?
W̃0 (resp. W̃c) is the space of W0 (resp. Wc ) after identifying equivalent classes of cut distance zero.
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Finally, consider the following inductively defined sequence of graphs (Gn)n. Let G1 = . For n � 2,
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turn, drawing an edge between them with probability 1/n. This is called a growing uniform attachment
graph sequence, and the pixel pictures below come from one particular instance of a such a sequence.
This sequence of graphs almost surely limits to the graphon 1 � max(x, y).
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�
'(x),'(y)

� ����
' an invertible, measure

preserving transformation of [0, 1]

�
.
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Introduction to Graphons
Graphons as Operators

Operator W : L2[0, 1]→ L2[0, 1]

[Wv](x) =

∫
[0,1]

W(x,α)v(α)dα, v ∈ L2[0, 1], W ∈Wc

Norm relations:
1

8
‖W‖2

op 6 ‖W‖� 6 ‖W‖op 6 ‖W‖2

Operator [DW] :
(
L2[0, 1]

)n→
(
L2[0, 1]

)n
:

([DW]v)(α) =D

∫
[0,1]

W(α,β)v(β)dβ, ∀α ∈ [0, 1].

where D ∈ Rn×n, W ∈Wc, and (L2[0, 1])n , L2[0, 1]× . . .× L2[0, 1]︸ ︷︷ ︸
n

.
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Spectral Properties of Graphons

Graphon operators are Hilbert-Schmidt operators (and hence compact operators).
M ∈Wc has a countable multi-set of non-zero eigenvalues.

M =

∞∑
`=1

λ`f`f
ᵀ
` , with {λ`} accumulates at 0 and

∞∑
`=1

λ2
` = ‖M‖2

2.

where {f`} is the set of orthonormal eigenfunctions

Spectral Decomposition Examples

Mean Field Coupling: M(x,y) = 1, (rank-one, f1 = 1, λ1 = 1)

Step Functions: M(x,y) ,
N∑
i=1

N∑
j=1

1
Pi

(x)1
Pj

(y)mij, (rank(M)=rank(M))

Uniform Attachment Graphon (Gao-Caines-Huang, arXiv’21):

M(x,y) = 1 − max(x,y) =
∑

k=1,3,5,...

4

k2π2

√
2 cos

(
kπx

2

)√
2 cos

(
kπy

2

)

Other examples: finite-rank graphons, sinusoidal graphon, idempotent graphon, power-law type graphon ...
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LQG Graphon Mean Field Games: Dynamics

Individual Dynamcis

dxi(t) = (Axi(t) +Bui(t) +Dzi(t))dt+Σdwi(t), i ∈ {1, ...,K}

xi(t), ui(t), and zi(t): state, control and network empirical average in Rn;

{wi, 1 6 i 6 K}: independent standard n-dimensional Wiener processes.

Network Empirical Average Influence

For any i ∈ Cq, zi(t) =
1

N

N∑
`=1

mq`


 1

|C`|

∑
j∈C`

xj(t)




Cq: set of agents in the qth cluster (node).

N: total number of such clusters (nodes).

M = [mq`] ∈ RN×N : adjacency matrix

K =

N∑
q=1

|Cq|: total number of agents.
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LQG Graphon Mean Field Games: Cost

Individual Dynamcis

dxi(t) = (Axi(t) +Bui(t) +Dzi(t))dt+Σdwi(t), i ∈ {1, ...,K}

xi(t) and ui(t): state and control in Rn;

{wi, 1 6 i 6 K}: independent standard n-dimensional Wiener processes.

Network Empirical Average Influence zi(t)

For any i ∈ Cq, zi(t) =
1

N

N∑
`=1

mq`


 1

|C`|

∑
j∈C`

xj(t)




Individual Cost

Ji(ui,u−i) , E
∫T

0

(
‖xi(t) − νi(t)‖2

Q + ‖ui(t)‖2
R

)
dt+ E‖xi(T) − νi(T)‖2

Q
T

where νi(t) ,H(zi(t)+η) ∈ Rn Q,QT > 0,R > 0,
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LQG Graphon Mean Field Games
Nodal Population Limit + Network (Gao-Caines-Huang CDC’21)

Taking the local population limit (i.e. |Cq|→∞ for all q ∈ {1, ...,N})

dxα(t) = (Axα(t) +Buα(t) +Dzα(t))dt+Σdwα(t), α ∈ Cq.

Jα(uα,να) = E
∫T

0
(‖xα(t) − να(t)‖2

Q + ‖uα(t)‖2
R)dt+ E‖xα(T) − να(T)‖2

Q
T

where να(t) ,H(zα(t) + η).

Network Mean Field Influence zα(t)

For agent α ∈ Cq, zα(t) =
1

N

N∑
`=1

mq`x̄`(t), x̄`(t) , lim
|C`|→∞

1

|C`|

∑
j∈C`

xj(t)

Best Response (based on LQG Tracking Solution)

uα(t) = −R−1B
ᵀ
(Πtxα(t) + s̄q(t)), α ∈ Cq

− Π̇t =A
ᵀ
Πt +ΠtA−ΠtBR

−1B
ᵀ
Πt +Q, ΠT =QT ,

(1)
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Forward-Backward Joint Equations on Networks
Nodal Population Limit + Network (Gao-Caines-Huang CDC’21)

Forward Equation: (nN dim)

˙̄z(t) = I
N
⊗
(
A−BR−1B

ᵀ
Πt
)
z̄(t) +

1

N
M⊗Dz̄(t) − 1

N
M⊗BR−1B

ᵀ
s̄(t)

z̄(0) =
1

N
(I
N
⊗M)x̄(0),

(2)

Backward Equation: (nN dim)

− ˙̄s(t) = I
N
⊗
(
A−BR−1B

ᵀ
Πt
)ᵀ
s̄(t) − I

N
⊗ (QH−ΠtD)z̄(t) − I

N
⊗Qγη

s̄(T) = H(z̄(T) + η),
(3)

where I
N
∈ RN×N identity matrix, z̄(t) , (z̄1(t)

ᵀ
, ..., z̄

N
(t)

ᵀ
)
ᵀ

, and s̄(t) and x̄(t) are defined similarly.

Solution Complexity

1 the exact network structure and weights!

2 solutions to two coupled nN dimensional equations!
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Graphon Dynamical System Approx (Gao-Caines TAC’20, TCNS’21)

0

1= +

0

1 1

0

1= 1
1Graphon Graphon

Vectors
and

Matrices

                functions 
and 

Step Functions

           functions 
and 

Graphons+

0 0
0

+

+

+

+

Compactness of graphon space ensures graphon limits exist (LL 21’)

L2
pwc[0, 1] : piece-wise constant functions in L2[0, 1] with uniform partition.
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Limit Graphon Forward-Backward Joint Equations

Graphon Forward Equation zDyn(s)

ż(t) =
(
[(A−BR−1B

ᵀ
Πt)I] +DM

)
z(t) − [BR−1B

ᵀ
M]s(t)

z(0) = [IM]x̄(0) =

∫
[0,1]

M(·,β)x̄β(0)dβ, z(t) ∈ (L2[0, 1])n
(4)

(Graphon) Backward Equations sDyn(z)

ṡ(t) = −
(
[(A−BR−1B

ᵀ
Πt)I]

ᵀ
)
s(t) + [(QH−ΠtD)I]z(t) + [QHI]η

s(T) = [QHT I](z(T) + η), s(t) ∈ (L2[0, 1])n;

(5)

Answers to questions (Gao-Caines-Huang CDC’21, arXiv’21)

(a) Existence and uniqueness of solution pair (z, s)?
Contraction condition in C([0,T ]; (L2[0, 1])n) with uniform norm ‖ · ‖C.

(b) Asymptotic between of (z[N], s[N]) to (z, s)?

‖s− s[N]‖
C

=O
{

max(‖M−M[N]‖op, ‖z(0) − z[N](0)‖2)
}

Note: (z[N], s[N]) denotes the piece-wise constant function representation of (z̄, s̄) in C([0,T ]; (L2
pwc[0, 1])n)
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Method 1: Subspace Decomposition of Joint Equations

Project s, z into Sn and (S⊥)n, with S , span{f`}`∈Iλ

Proposition (Gao-Caines-Huang CDC’21)

If Forward-Backward Eqn. (4) and (5) have a unique classical solution pair (z, s), then

(dim n) : sθ(t) =
∑
`∈Iλ

f`(θ)s
`(t) + s̆(t)

(
1 −

∑
`∈Iλ
〈f`, 1〉f`(θ))

)

(dim n) : zθ(t) =
∑
`∈Iλ

f`(θ)z
`(t) , for almost all θ ∈ [0, 1], for all t ∈ [0,T ]

where z`, s` and s̆ ∈ C([0,T ];Rn) are given by

(dim n) : ṡ`(t) = −Ac(t)
ᵀ
s`(t) + (QH−ΠtD)z`(t) +QHη, s`(T) = QTH(z`(T) + η),

(dim n) : ż`(t) = (Ac(t) + λ`D)z`(t) − λ`BR
−1B

ᵀ
s`(t),z`(0) = λ`

∫
[0,1]

f`(β)x̄β(0)dβ

(dim n) : ˙̆s(t) = −Ac(t)
ᵀ
s̆(t) +QHη, s̆(T) =QTHη, with Ac(t) , (A−BR−1B

ᵀ
Πt).

Complexity: d forward-backward equation pairs (n-dim) and 1 ODE (n-dim)

d : number of distinct non-zero eigenvalues of graphon M
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Method 2: Solution based on Operator Riccati Eqn.

Operator Riccati Equation

−Ṗ =A(t)ᵀP+ PA(t) + P[DM]−P[BR−1B
ᵀ
M]P−[(QH−ΠtD)I], P(T) = [QHT I]

(6)
where A(t) = (A−BR−1B

ᵀ
Πt)I and Π is the solution to (1).

(A2) The operator Riccati equation (6) has a unique mild solution?.

Sufficient Condition for Existence and Uniqueness (z, s) (Gao-Caines-Huang CDC’21)

Under (A2), joint equations (zDyn, sDyn) have a unique classical solution pair (z, s).

Features of Operator Ricc. Eqn. (Gao-Caines-Huang CDC’21)

Operator Riccati equation decouple joint equations (zDyn, sDyn)

(A2) is less restrictive than the contraction condition for (zDyn, sDyn)

?
That is, P ∈ Cs([0,T ];L((L2[0, 1])n), P(T) = [QTHI], and for all v ∈ (L2[0, 1])n,

P(t)v = P(T)v+

∫T
t

(
A(τ)ᵀP(τ) + P(τ)(A(τ) + [DM])−P(τ)[BR−1B

ᵀ
M]P(τ)−[(QH−ΠτD)I]

)
vdτ.
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Method 2: Subspace Decomposition Operator Riccati Eqn.

Corollary (Gao-Caines-Huang CDC’21)

If (A2) holds, then the solution to the operator Riccati equation (6) is given by

P(t) =
[
P⊥(t)I

]
+
∑
`∈Iλ

[(
P̄`(t) − P⊥(t)

)
f`f
ᵀ
`

]
, t ∈ [0,T ] (7)

dim(n×n) − Ṗ⊥ =Ac(t)
ᵀ
P⊥ + P⊥Ac(t)−(QH−ΠtD), P⊥(T) =QHT

dim(n×n) − ˙̄P` = Ac(t)
ᵀ
P̄` + P̄`(Ac(t) + λ`D)−λ`P̄

`BR−1B
ᵀ
P̄`

−(QH−ΠtD), P̄`(T) =QTH, ` ∈ Iλ.

Iλ: the index multi-set of non-zero eigenvalues. Ac(t) := (A−BR−1B
ᵀ
Πt).

Complexity

1 ODE (n×n) and d Riccati equations (n× n)

d : number of distinct non-zero eigenvalues of graphon M
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LQG-GMFG Performance Analysis
Asymptotic Error ‖z− zNE ‖C

Theorem (Network Empirical Average to Graphon MF, Gao-Caines-Huang CDC’21, arXiv’21)

Assume initial conditions at node q ∈ Vc has mean µq and uniformly bounded
variance. Under the mild technical assumptions the error between the network
empirical average zNE and the graphon mean field z satisfies

E‖zNE − z‖C =O
{

max
(
‖M−M[N]‖op, ‖z(0) − z[N](0)‖2,

1√
minq∈Vc |Cq|

)}
,

(8)

where z[N](0) in (L2
pwc[0, 1])n is the piece-wise constant function representation of

the initial condition of the network mean field z̄(0) =
1

N
M[µ1, ....,µN]

ᵀ
.

Note: ‖ · ‖C denotes the uniform norm for C([0,T ]; (L2[0, 1])n).

For results with explicit rate of convergence, see (Gao-Caines-Huang arXiv’21).
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Numerical Example 1
Uniform Attachement Graphs

Figure: A random graph instance with 30 nodes generated following the uniform attachment procedure, its
pixel representation and the distribution of modulus of the eigenvalues.

Spectral Decomp. of Uniform Attachment Graphon (Gao-Caines-Huang, arXiv’21)

M(x,y) = 1 − max(x,y) =
∑

k=1,3,5,...

4

k2π2

√
2 cos

(
kπx

2

)√
2 cos

(
kπy

2

)

Approx error by 5 most significant eigendirections: ≈ 1% in ‖ · ‖op
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Finally, consider the following inductively defined sequence of graphs (Gn)n. Let G1 = . For n � 2,
construct Gn from Gn�1 by adding one new vertex, then, considering each pair of non-adjacent vertices in
turn, drawing an edge between them with probability 1/n. This is called a growing uniform attachment
graph sequence, and the pixel pictures below come from one particular instance of a such a sequence.
This sequence of graphs almost surely limits to the graphon 1 � max(x, y).

It is finally time to define graphons properly.

Definitions A labeled graphon is a symmetric, Lebesgue-measurable function from [0, 1]2 to [0, 1] (mod-
ulo the usual identification almost everywhere). An unlabeled graphon is a graphon up to relabeling,
where a relabeling is given by an invertible, measure preserving transformation of the [0, 1] interval.
More formally, a labeled graphon W determines the equivalence class of graphons

[W ] =

⇢
W' : (x, y) 7! W

�
'(x),'(y)

� ����
' an invertible, measure

preserving transformation of [0, 1]

�
.

Such equivalence classes are called unlabeled graphons.

It is helpful to think of graphons as edge-weighted graphs on the vertex set [0, 1]. In this sense, the
sequence (Rn)n of instances of random graphs with edge probability 1/2 almost surely limits to the
complete graph on a continuum of vertices, each edge with weight 1/2. Also, note that any graph gives
rise to several labeled graphons via its various pixel pictures and that each of these graphons correspond
to the same unlabeled graphon.

This viewpoint also allows us to extend homomorphism densities to graphons in an intuitive way. This
will allow us to see how the limit of the graph sequence (Rn)n, the constant 1/2 graphon, solves the
minimization problem from the previous section.

For a finite graph G, the value t( , G) may be computed by giving each vertex of G a mass of 1/n and
integrating the edge indicator function over all ordered pairs of vertices. In complete analogy, the edge
density of a graphon W is given by the expression

t( , W ) =

Z

[0,1]2
W (x, y) dxdy.

It is not hard to see then that

t( , W ) =

Z

[0,1]4
W (x1, x2)W (x2, x3)W (x3, x4)W (x4, x1) dx1dx2dx3dx4.

It is straightforward from here to write down the formula for the homomorphism density t(H, W ) of a
finite graph H into a graphon W .

Finally, in the case of W ⌘ 1/2 as the limit graphon of (Rn)n, we see that t( , W ) = 1/2 and
t( , W ) = 1/16, solving the minimization problem from the previous section elegantly.

4



Numerical Example 1
Uniform Attachement Graphs

Figure: Simulations on the uniform attachment graph example with 30 nodes where each node contains 4
agents and each agent has 2 states.

LQG-GMFG Parameters: A =

[
0 10

−10 0

]
, Q =

[
0.5 0
0 0.5

]
, Σ =

[
0.1 0
0 0.1

]
,B =D = R =QT =

[
1 0
0 1

]
,

η =

[
2
2

]
, H =

[
1 0
0 1

]
, T = 1,n = 2, N = 30, |C`| = 4, 1 6 ` 6N.
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Numerical Example 1
Uniform Attachement Graphs

0 100 200 300

nNode    [ nPop(4) nState(2) ]
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Network Operator Norm

mean-op-norm

mean-op-diff

Figure: The relative error in the graphon mean field decreases as graph sizes increase. 12 simulation
independent experiments are carried out for each size. The nodal population size denoted by nPop is 4, the local
state dimension denoted by nState is 2. In the figure on the right, black dots represent the values for

‖M[N] −M‖op in different simulation experiments.
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Numerical Example 2
Random Graphs Sampled from SBM

Figure: A graph generated from SBM, its pixel diagram and the distribution of the modulus of eigenvalues.

The block matrix of SBM is given by

W =




0.25 0.5 0.2
0.5 0.35 0.7
0.2 0.7 0.4


 . (10)

Step Function Graphon:

M(x,y) =

3∑
i=1

3∑
j=1

wij1Pi(x)1Pj(y), (x,y) ∈ [0, 1]2

rank(M) = rank([wij]) = 3.
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Numerical Example 2
Random Graphs Sampled from SBM

Figure: Simulation on a network generated from SBM with 30 nodes where each node contains 4 agents and
each agent has 2 states.

LQG-GMFG Parameters: A =

[
0 10

−10 0

]
, Q =

[
0.5 0
0 0.5

]
, Σ =

[
0.1 0
0 0.1

]
,B =D = R =QT =

[
1 0
0 1

]
,

η =

[
2
2

]
, H =

[
1 0
0 1

]
, T = 1,n = 2, N = 30, |C`| = 4, 1 6 ` 6N.
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Numerical Example 2
Random Graphs Sampled from SBM

0 100 200 300

nNode    [ nPop(4) nState(2) ]
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Figure: Graphon mean field game approximation errors on networks of different sizes. 12 simulations are carried
out for each size. The nodal population size denoted by nPop is 4, and the local state dimension denoted by nState

is 2. In the figure on the right, black dots represent values for ‖M[N] −M‖op in different simulation experiments.
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Conclusion and Future Directions

Conclusion

Subspace decompositions for solving LQG graphon mean field games.

Sufficient conditions for the existence of a unique LQG-GMFG solution

Asymptotic rate of approximation errors

Future directions

Solution methods for nonlinear problems

General node embedding spaces and embedding mechanism

Network models with local + neighbourhood + global influence

Heterogenous local dynamics

Thank You! Questions!
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Thank You!
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