A Haptic Memory Game using the STRESS$^2$ Tactile Display
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Abstract
A computer implementation of a classic memory card game was adapted to rely on touch rather than vision. Instead of memorizing pictures on cards, players explore tactile graphics on a computer-generated virtual surface. Tactile sensations are created by controlling dynamic, distributed lateral strain patterns on a fingerpad in contact with a tactile display called STRESS$^2$. The tactile graphics are explored by moving the device within the workspace of a 2D planar carrier. Three tactile rendering methods were developed and used to create distinct tactile memory cards. The haptic memory game showcases the capabilities of this novel tactile display technology.

Keywords
Memory game, tactile graphics, tactile display.

ACM Classification Keywords
H5.2. Information interfaces: Haptic I/O.

Introduction
The memory card game is played by randomly placing a set of cards face down on a table. Players turn over cards two at a time. If the pictures on the cards match, a point is scored and the pair is removed from the playing area. Pairs that do not match are turned back
face down. To succeed, players must memorize the location of previously exposed cards. We revisited this classic game to explore the potential of a novel tactile display named STRESS\textsuperscript{2} (pronounced “stress-square”) \cite{9}. We replaced the pictures with computer-generated virtual tactile graphics. Using carefully designed stimulation patterns, we produced 12 distinct tactile cards. Instead of seeing the pictures on the cards, players explore their tactile equivalent with a finger.

**Technology**

Tactile displays are computer-driven transducers able to create tactile sensations on the fingerpad \cite{1}. The STRESS\textsuperscript{2} is distinct from most other displays in that it takes advantage of the skin’s sensitivity to distributed lateral deformation. The device has an active area of 12.0 x 10.8 mm, slightly larger than a fingerpad. It deforms the skin using a 10 x 6 array of piezoelectric bending motors (see Figure 1).

![Figure 1. STRESS\textsuperscript{2} tactile display: (a) active area, (b) display on carrier that allows movement in the horizontal plane, and (c) player’s left hand with index on the display.](image)

The display is mounted on a Pantograph haptic device used as a passive 2D planar carrier \cite{2}. Players explore a 11.3 x 6.0 cm virtual surface by moving the display within the carrier’s workspace with a finger. The fingerpad remains fixed on the display’s active area. The skin deformation patterns are updated according to the exploratory movements, creating the sensation of sliding over embossed or textured virtual surfaces. Alternatively, the display can produce distributed vibratory patterns.

**Tactile Rendering**

The specification of programmed spatiotemporal actuator deflection patterns may be termed tactile rendering by analogy to graphics rendering. Three types of tactile rendering methods were developed. They are illustrated in Figure 2. In each case, tactile patterns are specified as grayscale images (e.g. Figure 2a), making it possible to quickly draw complex tactile graphics using standard painting software.

![Figure 2. (a) A pattern specified by a grayscale mask and a pictorial representation of its tactile rendering using (b) dots, (c) a grating texture or (d) vibration.](image)

The first method divides the virtual surface into 94 x 33 cells, each containing a 1.2 x 1.8 mm tactile feature resembling an embossed dot (e.g. Figure 2b). The
perceived height, or intensity, of each dot is controllable, giving rise to the tactile equivalent of a coarse grayscale image. The deflection of each actuator is continuously updated based on its location within the surface. As an actuator traverses a dot, it smoothly sweeps its entire range of motion. The experience of a dot results from the local skin stretch and compression patterns occurring locally between adjacent actuators. A similar method was previously used to display virtual Braille dots [5]. This mode is particularly adequate for the display of contours, edges, and letters. It produces tactile graphics comparable to those obtained with Braille printers [7].

The second type of rendering fills areas with a spatial texture resembling an embossed horizontal grating (e.g. Figure 2c). The grating is produced from a traveling wave moving on the display in response to exploratory movements. As the wave travels in the direction opposite to the finger movement, one has the sensation of sliding over a rippled surface. The amplitude of the texture is modulated over the virtual surface to form simple shapes. Tactile maps for the blind commonly make a similar use of texture to mark regions such as bodies of water [3].

The third approach replaces the spatial texture with an amplitude-modulated vibrotactile stimulus (e.g. Figure 2d). The vibrotactile stimulus is produced by driving each actuator with a 50 Hz sinusoidal signal. The phase is inverted between adjacent actuators to maximize strain. Unlike the two previous methods, vibration provides strong stimulation even in the absence of exploratory movements. The resulting sensation, however, is difficult to relate to a natural tactile stimulus. Vibration was found to reliably convey thick line drawings and contours. This mode of stimulation is similar to the one used by the Optacon, a vibrotactile reading aid for the blind [6]. The STRESS², however, vibrates laterally instead of tapping against the skin, and allows more control over the stimulation frequency and amplitude. A similar use of image-based vibrotactile stimuli has also been made for the rendering of texture [4].

**Haptic Memory Game**

The game was implemented on a personal computer by replacing the pictures on the cards with tactile graphics. When the user clicks on a card using the mouse, the card becomes activated (highlighted) but its content is not revealed visually (see Figure 3). Instead, the player must explore an invisible tactile drawing.

![Figure 3. (a) Haptic memory game with currently selected card highlighted and (b) pictorial representation of exposed cards.](image)

The three modes of stimulation were used to design a set of 12 tactile memory cards represented pictorially in Figure 4. After a short training period, the cards can be distinguished from one another using tactile stimuli alone.

**Conclusion**

This paper introduced a new version of the memory card game that uses tactile feedback. The main
Figure 4. Pictorial representation of 12 tactile cards selected for the memory game: dots, gratings, and vibration.

The purpose of the game is to exemplify the capabilities of the STRESS² tactile display. The game demonstrates that the display can be used to produce convincing tactile graphics. Although some visual feedback is currently required to select cards, this game could also easily be adapted for visually impaired players [8].

The three rendering methods introduce basic building blocks for simple shapes, and eventually for more complex drawings. One could consider, for example, drawing a bicycle using vibrating wheels, a dotted frame and grating-textured ground. The Pantograph could also be used to provide additional force feedback. We expect future work to yield a wider range of expressive capabilities as well as applications to other areas of human-computer interaction.
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