Tactile Feedback Can Assist Vision During Mobile Interactions
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ABSTRACT
We evaluated the use of rich tactile feedback in the task of scrolling through a long list of items. We used a hand-held device having a tactile transducer that could provide sensations with temporal and spatial content. These capabilities were put to use in an interaction metaphor where input and tactile feedback were tightly coupled. We measured time-to-target and error rates, but also measured the time spent by participants to look at the screen. We found a 28% decrease of reliance on vision when tactile feedback was enabled.
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INTRODUCTION
Mobile devices provide interaction affordances that are inherently more restricted than those possible with desktop configurations [3, 6]. Because of the lack of display space and reduced input options, users of mobile devices are confronted with the attention-demanding process of navigating between multiple layers of menus in the interface. Interruptions from the environment complicate this task further. Providing tactile feedback to support navigation has the potential to reduce user disorientation and the amount of visual attention that must be devoted to the device. We considered the task of locating an item in a long list using a mobile device. Tasks of that type arise when searching for a correspondent in a list of contacts or looking for a particular tune in a portable music player, see Fig. 1(b).

The THMB’s main component, shown in Fig. 1(a), is a hand-held device prototype that can provide rich tactile feedback to the thumb in the form of spatiotemporal stimuli that encode time, location, speed, direction and intensity. Stimuli are created by using an array of piezoelectric benders that cause distributed lateral deformation in the skin. Using this technique, it is possible to convey sensations of fixed shapes (e.g. Braille dots) and moving features under the fingertips [7, 8].

RELATED WORK
Research in multimodal interaction has long regarded tactile feedback as an indispensable channel. As early as in the 1960’s, vibrotactile feedback was proposed to aid jet pilots to become aware of impending stalls [4]. Since then, it has been shown that when used in combination with vision in an interface, touch can provide added value in the form of an enhanced experience and/or a measurable increase in performance [2]. Advances in the miniaturization of actuators and progress in understanding of the tactile modality have sparked research intended to leverage touch in mobile interactions. Vibrotactile feedback has been shown to be effective at conveying abstract information by means of short tactile messages [1, 9]. Other possibilities beyond a role as an alerting mechanism have also emerged. Poupyrev et al., and Oakley et al., have studied the effects of providing vibrotactile feedback during a scrolling task that requires participants to tilt a device for position and rate control [10, 13]. Similarly, Hoggan et al. demonstrated that the introduction of programmable tactile feedback to a text entry task on a touchscreen helps reduce the number of typing errors [5].
EXPERIMENTAL PLATFORM

The THMB comprised a tactile display that was co-located with a liquid crystal display to enable the coincidental display of graphical and tactile information. The present prototype included enhancements suggested by the results of perceptual characterization [8], including an increase in the strength of the tactile sensations. This was achieved by a mechanical redesign of the slider and changes to the electronics that made it possible to achieve a 800-Hz refresh rate.

![Figure 2. The tactile transducer was mounted on sliding mechanism that is spring-loaded and that acts as a push-button.](image)

The resulting tactile transducer protruded slightly from a rectangular opening located under the thumb. It was mounted on a slider so it could be operated with a flexion of the thumb, see Fig. 2. The arrangement also acted as a push-button when pressed in the direction normal to the sliding axis. The slider was spring-loaded, which provided a restoring force to the central region. This new feature helped to locate the transducer inside the slider range. The range was divided into three distinct regions. The top and bottom regions were spring-actuated, while the central neutral region was free.

The tactile transducer had an array of eight 0.5 mm-thick piezoelectric benders activated by modulating the voltage across their electrodes. Tactile stimulation was provided by programming the benders to cause tangential traction at the surface of the skin, over an active surface of 10 × 8 mm, a process that we term ‘laterotactile stimulation’.

DESIGN OF A FINE-POSITIONING CONTROLLER

We designed a control metaphor that was well suited to the precise scrolling within large lists. A first group of 8 persons was recruited to participate in an iterative design process comprising a cycle of short informal evaluation sessions and calibration sessions. During calibration sessions, participants operated the THMB device by trying different mappings during a scrolling task, and described their experience to the designer. These comments were instantly addressed by using an elaborate interactive waveform editor in order to adjust control parameters such as intensities and gains.

The resulting controller provided three scrolling modes that corresponded to the three different regions: a stop mode, a discrete mode and a continuous mode. When the transducer was in the central, free region, the list was static. A slight push against one of the boundaries triggered the discrete mode which caused the list to scroll by exactly one item, like with a scroll wheel. Pushing further into the spring-return region switched the controller to a continuous mode where the list scrolled with an acceleration that was proportional to the amount of deflection. Acceleration and terminal velocity were programmed not to exceed 3 item/s² and 12 item/s, respectively. Finally, when the button was released, the spring returned the transducer back to the neutral zone where the list was brought to rest.

Tactile feedback was provided in the form of two highly distinguishable tactile icons: a short traveling wave was triggered for each list item and a longer wave of higher spatial frequency indicated the passing of 10 items, as illustrated in Fig. 3. Waves traveled against the scrolling motion of the list to reinforce the sensation of sliding over items as they passed by. When not activated, the piezoelectric actuators were programmed to bend towards the top, see Fig. 3. As a tactile icon passed by, each actuator exhibited the same full back-and-forth bending motion, but with a phase difference. A traveling speed of 300 mm/s was selected because it combined the advantages of speed and efficiency at delivering directional cues [8]. The flow of tactile sensations under the thumb evoked equally spaced bumps on a road. In the absence of visual information, it was therefore possible to experience the scrolling speed from the stimulus frequency and traveling wave group velocity.

EXPERIMENT

To probe the participants’ behaviors, we recorded the frequency at which they needed to look at the screen to perform the task. We employed a very simple testing method. By default, the list was not visible. Each time the participants felt that they needed visual information, they had to press and hold down a key of the computer to make it visible. The scrolling list was made of the numbers 1 to 100. By recording the number of keystrokes and the manner in which participants moved inside the list, we could paint an accurate picture of their behavior under different testing conditions.

Methods

Sessions

Experimental sessions were divided into three blocks of trials that corresponded to three different conditions: a training condition, a control condition, and a condition with tactile feedback. The training condition was always administered first and consisted of an informal session during which participants could get familiar with the task. It also allowed the experimenter to ensure that participants were performing the
task at a pace compatible with a natural range of operation. The experimental task was the same for all three conditions. For the training and the control conditions, the tactile feedback generated by the controller was disabled. Half of the participants were tested in the control condition before the tactile condition, and the other half in reverse order.

Participants
Ten graduate students between 25 and 34 years of age (mean 28) were recruited for this experiment. They were compensated $10 for their participation that lasted about 45 minutes. All participants, but one, were right-handed. None had participated in the previous phase of calibration of the device.

Task
Participants were instructed to scroll to a target and to select it. The list was made of 100 consecutive integers and was invisible by default. To view the list, the participants had to press and hold down a key. When they released it, the graphical display was turned off. They were instructed to minimize the number of viewings and their duration. The target number was displayed to the left of the list and was considered to be reached when it was aligned with a horizontal cursor located at the center of the screen as in Fig. 3. Once the target was reached, subjects pressed the push-button to move to the next trial. Off-target button clicks were recorded but a trial was not over until the correct target was selected.

Design
The blocks of trials under the control and tactile conditions were exactly the same but the presentation order of the trials were randomized. A trial was defined by an initial index position and a target position that the subject needed to reach. Pairs of positions were separated by both short distances (5, 8, 10 items) and long distances (30, 40, 50 items) in order to be representative of all typical scrolling interactions. Each of the six distances was presented four times, for a total of 24 trials per condition. Half of the trajectories required subjects to scroll upwards and the other half required them to scroll in the opposite direction. Starting positions were randomized.

Results
We analyzed the difference between the control and tactile conditions for a number of dependent variables, see Table 1. Analysis using the Wilcoxon matched-pairs, signed-rank test revealed a significant difference between the control and tactile conditions in the number of key strokes (associated to visual glances), the time between two key strokes (switch-back durations), and the number of overshoots. As shown on Fig. 4, the number of viewings required to reach the target decreased by 28% when tactile feedback was enabled ($p < 0.05$). Closer analysis revealed that the reduction of the number of glances was more prominent over the longer scrolling distances (30, 40 and 50 items). The task of reaching all 24 targets took longer to complete in the tactile feedback condition, but this difference was not statistically significant; this also holds true when short and long distances are analyzed separately. Error rates, or the number of times participants clicked the wrong target, dropped by more than 50%; nevertheless, this result was also not found to be statistically significant. For all dependent variables, there was no difference between scrolling up and scrolling down. All ten participants could reduce their dependance on graphic information when tactile feedback was provided, but the decrease in the number of glances was not distributed evenly, ranging from a 2.5% drop to a 49% drop.

Table 1. Task means. Bonferroni-corrected statistically significant differences are in bold; standard deviations are in parentheses.

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>Control</th>
<th>Tactile Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>completion time (s)</td>
<td>373.2 (103.2)</td>
<td>394.8 (143.9)</td>
</tr>
<tr>
<td>visible proportion (%)</td>
<td>7.8 (5.7)</td>
<td>6.0 (5.0)</td>
</tr>
<tr>
<td>nb. of clicks off target</td>
<td>14.0 (12.1)</td>
<td>6.9 (4.4)</td>
</tr>
<tr>
<td>number of glances</td>
<td>97.6 (31.9)</td>
<td>69.8 (16.6)</td>
</tr>
<tr>
<td>switch-back duration (s)</td>
<td>4.1 (1.3)</td>
<td>6.3 (4.2)</td>
</tr>
<tr>
<td>number of overshoots</td>
<td>9.3 (4.0)</td>
<td>14.2 (5.0)</td>
</tr>
</tbody>
</table>

The effect of tactile feedback was also seen in an increase in the switch-back duration, defined as the average time spent attending to the environment, modelled here as an invisible viewing window ($p < 0.05$). Switch-back durations collected correspond closely to those observed in a semi-natural field study during simple mobile interactions [11]. Results also show a increase of 52% in the number of overshoots when tactile feedback was introduced ($p < 0.05$).

Inspection of the trajectory profiles gave information regarding the different scrolling strategies employed by the participants. Fig. 5 shows samples of trajectories that indicate how the overall number of glances was reduced and why there was an increase in the number of overshoots. In all four cases, the participants’ reliance on visual input was reduced. Fig. 5(a)–(d) illustrate how participants used more than one strategy, sometimes making use of the discrete scrolling mode alone, and in other times combining it with the continuous mode to guarantee a smooth landing on the target. Upon interview, most participants reported that they would first try to reach a position close to the target in continuous scrolling mode, then briefly glance at the screen before a final adjustment in discrete mode. Sometimes, however, they would initially underestimate the scrolling speed and end up overshooting the target, as it is the case for the sample trajectory in Fig. 5(d). Nevertheless, such errors were typically rectified promptly, with little consequences on the overall time needed to reach the target and without the need for any extra...
glance at the screen. The higher number of overshoots can be explained by the fact that tactile feedback allowed some participants to adopt an efficient scroll-and-recovery strategy for which an overshoot carried little penalty in task time.

DISCUSSION AND CONCLUSION

When tactile feedback was disabled, participants relied on a mental model that they had constructed during previous phases of the experiment. They used glances to recalibrate this model and navigated by dead reckoning between glances. The results suggest that directional tactile cues were well mapped to the control inputs and perhaps enabled participants to anticipate the sensory consequences of their motor output. Tactile cues allowed them to adjust their scrolling strategies and to reduce the frequency at which they felt the need to look at the screen. This function resulted from a careful design of the tactile feedback provided in response to input commands. By contrast, existing tactile feedback technologies for mobile devices, such as vibration motors, cannot reproduce the sensation of a fast moving pulse and cannot be activated fast enough to provide a sensation that evokes the dash line of a road at high scrolling speeds.

We ran an experiment that estimated the amount of visual attention devoted to the interaction simply by asking the participant to have control over it. Results are encouraging. The interaction metaphor that we used led to an average reduction of 28% in the number of glances that the participants required to complete the task without any statistically significant effect on task time. The benefits introduced were not evenly distributed across the participants, but they all reacted positively to the tactile feedback. This suggests a new unexplored role for tactile feedback and shows how it can assist the visual modality in ways that go beyond improvements measured with typical evaluation metrics such as time-to-target and error rates.
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