
Collaborative Multi-Camera Surveillance with Automated Person Detection 

Trevor Ahmedali and James J. Clark 
Centre for Intelligent Machines, McGill University, Montreal, H3A 2A7, Canada  

{tahmeda, clark}@cim.mcgill.ca 

Abstract 

This paper presents the groundwork for a 
distributed network of collaborating, intelligent 
surveillance cameras, implemented with low-cost 
embedded microprocessor camera modules. Each 
camera trains a person detection classifier using the 
Winnow algorithm for unsupervised, online learning. 
Training examples are automatically extracted and 
labelled, and the classifier is then used to locate 
person instances. 

To improve detection performance, multiple 
cameras with overlapping fields of view collaborate to 
confirm results. We present a novel, unsupervised 
calibration technique that allows each camera module 
to represent its spatial relationship with the rest. 
During runtime, cameras apply the learned spatial 
correlations to confirm each other’s detections. This 
technique implicitly handles non-overlapping regions 
that cannot be confirmed. Its computational efficiency 
is well-suited to real-time processing on our hardware.  

1. Introduction 

The increased need for security in public and 
private areas has augmented the reliance on video 
surveillance systems as a cost-effective way of 
monitoring large areas with few security personnel. 
The nature of this work (monitoring multiple video 
feeds), however, can be tedious for the security guards 
involved, since it is mostly uneventful. This tedium, 
combined with the necessary multitasking, can make 
the observer prone to error. It is therefore desirable to 
automate as much of this process as possible, using an 
intelligent system to monitor the video feeds and report 
activity to a human operator. 

The ability to detect people in an image is vital for 
automated video surveillance, as well as for many 
other real-world computer vision applications. The 
results of person detection can be used by higher-level 
tasks such as person tracking, event logging, content 
analysis, and low-rate video compression. In this work, 

the focus is on person detection itself, but its output 
can be used for any of the aforementioned applications. 

Since areas requiring surveillance are typically 
larger than a single camera’s field of view (FOV), 
surveillance setups typically use multiple cameras. 
While a setup composed of multiple, independent 
single-camera intelligent surveillance systems, such as 
[4, 15], would be an improvement over simple video 
feeds, even more benefits can be achieved by 
combining the sensors into a collaborative multi-
camera surveillance system [2]. 

This paper presents a design for an intelligent multi-
camera surveillance system capable of person detection 
and suitable for real-world applications. Person-
detection is achieved with a machine-learning 
approach, based on work by Nair [10]. The system uses 
a parallel, distributed network of cameras, appropriate 
for wide-area surveillance. This system architecture 
implies several requirements that guide our design: 

1) Real-time processing: In a security context, 
results must be available in a timely fashion. This 
requires computationally efficient techniques. 

2) Low-cost hardware: A wide-area surveillance 
system can include tens or even hundreds of cameras, 
so each camera module uses low-cost, commercially 
available components. 

3) Distributed processing: A distributed system 
scales easily to a large number of cameras. Our system 
therefore performs all processing on the individual 
camera modules, instead of a centralized server. This 
also eliminates the need to transmit images over the 
network: only high-level information, such person 
locations, is communicated. The lower bandwidth 
requirements also favour scalability. 

4) Easy setup and calibration: Since this camera 
network is designed for wide-area surveillance, the 
initial setup of such a system is designed to be as 
simple as possible. Camera modules use a wireless 
network to maximize placement options. An easy setup 
also implies unsupervised learning: otherwise, each 
different camera view would require its own manually-
labelled training set to account for differences in 
viewpoint, lighting, and camera properties. The 
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calibration for multiple cameras to learn their spatial 
relationships is also designed to be as simple as 
possible to perform. 

5) Adaptability: The system must adapt to changes 
in people’s appearance over time. In winter, for 
example, people might be wearing heavy garb, which 
alter their appearance and shape compared to what is 
seen in summer.  

6) Multi-camera collaboration: By collaborating, 
the surveillance system can improve person detection 
accuracy, reducing the number of false positives and 
handling occlusion. 

The contribution of this work is an intelligent multi-
camera surveillance system that fulfills all the above 
criteria. Processing is distributed on low-cost 
embedded processor modules, which each learn a 
person detection classifier without supervision, thanks 
to an automatic labeller component that extracts and 
labels training examples on the fly. Detection accuracy 
is further improved with a novel spatial calibration 
technique, which allows each camera to learn the 
correspondence between its field of view and those of 
other cameras monitoring the same scene. Cameras 
then collaborate to confirm person detections and 
improve their performance. 

 The principle advantage of our multi-camera 
collaboration is that it offers an easy, unsupervised 
calibration and a computationally efficient means of 
runtime cooperation. The calibration procedure does 
not require detailed environmental models or 
knowledge of exact camera locations, as the Visual 
Surveillance and Monitoring (VSAM) [5] and 
Cooperative Distributed Vision (CDV) [9] projects do. 
The Intelligent Multi-Camera Surveillance and 
Monitoring (IMCASM) project [3] also offers 
unsupervised camera calibration, based on a 
homography mapping between camera views. 
However, applying this mapping during normal 
operation requires significant computation and would 
reduce the framerate on our hardware platform. The 
simplicity of our technique allows correspondences 
between camera views to be obtained with only a one-
dimensional search through a row of the spatial 
association matrix.  

Our method of automatic calibration (using a single 
moving target in overlapping camera FOVs) is closest 
to the work of Khan et al. [6]. During their calibration, 
a single person moves through the camera FOVs, 
allowing calculation of the FOV boundary lines for 
each camera. During normal detection operation, a 
camera can then tell which other cameras should be 
seeing a detected person, based on the person’s current 
location (as determined by the position of their feet). 
Khan et al. use this correspondence to allow handoff of 
tracked targets between cameras, rather than to confirm 

detection. Although their approach is faster than the 
homography mapping used by IMCASM, it still 
requires more calculation than our approach. 

Finally, it is important to note that, while person 
tracking could be added to the system as an additional 
layer, it is not required for camera collaboration. This 
is in contrast to nearly all the current multi-camera 
systems, including those discussed above. Our 
technique is ideal for embedded systems with slower 
frame rates, since it can function effectively without 
person tracking. 

In the next section, we present our person detection 
technique within the context of a single camera, to 
facilitate understanding. In Section 3, we describe how 
this system can be extended to a multi-camera network 
using collaboration. Finally, Section 4 presents the 
results of our experiments. 

2. Single-camera person detection 

Each camera module is designed to be an 
independent unit capable of processing images, as well 
as communicating with the other cameras. To this end, 
we use a small, lightweight, embedded-microprocessor 
development board (the ARM-based Intrinsyc 
CerfBoard 250) as the core of each camera module. 
Each module also consists of an expansion card 
(CerfComm 250, needed for USB connectivity), a USB 
camera (D-Link DSB-C300 webcam), and a wireless 
network card (Linksys WCF12). 

The single-camera person detection system is 
illustrated in Figure 1. The system is divided into three 
main components: the automatic labeller (Section 2.1), 
the classifier (Section 2.2), and the online learning 
algorithm (Section 2.3). Video frames received by the 
camera are sent to both the current classifier and the 
automatic labeller. The latter finds and labels person 
and non-person examples in the frame. These labels are 
compared with the current output of the classifier, and 
if the classifier was mistaken, the online learner 
updates the classifier. 

2.1. Automatic labeller 

The automatic labeller efficiently provides training 
examples on the fly, with which the online learner can 
train our classifier. The labeller does this with 
background subtraction [15]. Although 
computationally efficient, the initial results from 
background subtraction are prone to false positives. 
Since labeller provides training examples, it is 
important that it be reasonably accurate, while still 
being efficient enough for real-time processing.  
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Background subtraction uses a statistical model of 
the background. The most accurate method is 
considered to be adaptive background subtraction [12, 
16], but the increased calculations are too slow for our 
hardware platform, so a simplification is used: the 
background model is obtained by averaging 10 
consecutive frames of video with little or no motion 
between them. 

With the background model initialized, background 
subtraction is performed on each new frame in the 
RGB domain, unlike most systems, which use only 
greyscale intensity [3, 5, 10, 12]. Xu and Ellis [16] 
demonstrated significantly improved accuracy with 
chromaticity-based background subtraction. The per-
pixel computation required for our background 
subtraction (three integer comparisons) is still less than 
even the simplest single-Gaussian-per-pixel greyscale 
adaptive background subtraction. 

The automatic labeller features global failure 
avoidance, alerting it to cases where the whole frame 
may be unsuitable for use. This could be because of a 
lighting change or other large-scale environmental 
change in the scene, requiring re-calibration of the 
background model. If the percentage of foreground 
pixels in a frame is too high, the automatic labeller 
temporarily shuts itself off, ignoring the current frame 
and re-initializing the background model. In our setup, 
44% was determined to be a good threshold 
percentage, although this depends on the camera sensor 
used and the scene being monitored.  

Next, adjacent foreground pixels are grouped 
together into “blobs” of motion. Each blob undergoes a 
local failure avoidance check, designed to weed out 
erroneously-labelled person examples. A blob is 
discarded if it does not meet a minimum size 
requirement or if its aspect ratio does not approximate 
that of a person.  

The segmented motion blobs that pass the checks 
are then labelled as “person” examples. Any motion 
blobs that failed the checks are left unlabelled, 

meaning they are not used for training. All other areas 
of the image are labelled “non-person”. Rather than 
crop and store any images, the automatic labeller 
maintains a list of person example bounding boxes. 
During person detection, the current scan window can 
be quickly compared to the person example list to see 
if there exists a close match. If a match is found, the 
subimage’s true label is “person”. Otherwise, if no 
unlabelled areas exist in the scan window, the true
label may be safely set to “non-person”. This true label 
will be compared to the results of the classifier (the 
predicted label), as explained in the next section. 

The performance of the labeller was suitable for 
real-time processing and made up only 5.6% of the 
per-frame processing time [1]. 

2.2. Feature-based person classifier 

Person detection is performed with a classifier that 
learns the appearance of a person by using a set of 
image features, each of which is a wavelet template of 
the kind proposed by Oren et al. [11]. Each feature is a 
localized bandpass filter with a 2D structure. A 
window of interest is scanned across the image at 
different scales, and the classifier is applied to each 
subimage by evaluating all of its features. Feature 
values are then combined with the feature weights used 
by Winnow (see Section 2.3), to produce the 
classifier’s prediction (“person” or “non-person”). 

Instead of using raw pixel values to compute each 
feature’s value, we use a much faster alternative 
developed by Viola and Jones [14], called an integral 
image. The integral image is an intermediate 
representation, computed only once per frame, 
allowing rectangular regions of the image to be 
summed very quickly. It is represented as a 2D matrix 
of the same size as the original image. The integral 
image (ii) value at a point x,y is the sum of all image (i)
pixels above and to the left of x,y (inclusive): 

' '

( , ) ( ', ')
x x y y

ii x y i x y
≤ ≤

=  (2.1) 

Any rectangular region can then be summed with 
only four array references and a sum of four terms. The 
sum of the pixels a rectangular region, whose vertices 
are labelled A, B, C, and D (clockwise from the top-
left), is then simply: 

( ) ( ) ( ) ( )sum ii D ii C ii B ii A= − − +  (2.2) 
During the classifier’s initialization, an 

overcomplete feature set is created by varying the 
position and scale of the features across a basic 48x16 
subwindow. As the subwindow is scaled during 
scanning, so are the classifier’s features being applied. 
With the integral image technique, the computation 
time for the classifier is actually independent of the 

Figure 1. System diagram of the single-
camera person detection application. 
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