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DES I G N  G U I DE  

 
This PowerPoint 2007 template produces a 36”x48” 
presentation poster. You can use it to create your research 
poster and save valuable time placing titles, subtitles, text, 
and graphics.  
 
We provide a series of online tutorials that will guide you 
through the poster design process and answer your poster 
production questions. To view our template tutorials, go online 
to PosterPresentations.com and click on HELP DESK. 
 
When you are ready to print your poster, go online to 
PosterPresentations.com 
 
Need assistance? Call us at 1.510.649.3001 
 

 

QU ICK  START 
 

Zoom in and out 
 As you work on your poster zoom in and out to the level 
that is more comfortable to you.  

 Go to VIEW > ZOOM. 
 

Title, Authors, and Affiliations 
Start designing your poster by adding the title, the names of the authors, 
and the affiliated institutions. You can type or paste text into the 
provided boxes. The template will automatically adjust the size of your 
text to fit the title box. You can manually override this feature and 
change the size of your text.  
 
TIP: The font size of your title should be bigger than your name(s) and 
institution name(s). 
 
 

 
 

Adding Logos / Seals 
Most often, logos are added on each side of the title. You can insert a 
logo by dragging and dropping it from your desktop, copy and paste or by 
going to INSERT > PICTURES. Logos taken from web sites are likely to be 
low quality when printed. Zoom it at 100% to see what the logo will look 
like on the final poster and make any necessary adjustments.   
 
TIP:  See if your school’s logo is available on our free poster templates 
page. 
 

Photographs / Graphics 
You can add images by dragging and dropping from your desktop, copy 
and paste, or by going to INSERT > PICTURES. Resize images 
proportionally by holding down the SHIFT key and dragging one of the 
corner handles. For a professional-looking poster, do not distort your 
images by enlarging them disproportionally. 
 

 
 
 
 
 
 

Image Quality Check 
Zoom in and look at your images at 100% magnification. If they look good 
they will print well.  
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QU ICK  START ( con t . )  
 

How to change the template color theme 
You can easily change the color theme of your poster by going to the 
DESIGN menu, click on COLORS, and choose the color theme of your 
choice. You can also create your own color theme. 
 
 
 
 
 
 
 
You can also manually change the color of your background by going to 
VIEW > SLIDE MASTER.  After you finish working on the master be sure to 
go to VIEW > NORMAL to continue working on your poster. 
 

How to add Text 
The template comes with a number of pre-
formatted placeholders for headers and text 
blocks. You can add more blocks by copying and 
pasting the existing ones or by adding a text box 
from the HOME menu.  

 
 Text size 

Adjust the size of your text based on how much content you have to 
present. The default template text offers a good starting point. Follow 
the conference requirements. 

 

How to add Tables 
To add a table from scratch go to the INSERT menu and  
click on TABLE. A drop-down box will help you select rows 
and columns.  

You can also copy and a paste a table from Word or another PowerPoint 
document. A pasted table may need to be re-formatted by RIGHT-CLICK > 
FORMAT SHAPE, TEXT BOX, Margins. 
 

Graphs / Charts 
You can simply copy and paste charts and graphs from Excel or Word. 
Some reformatting may be required depending on how the original 
document has been created. 
 

How to change the column configuration 
RIGHT-CLICK on the poster background and select LAYOUT to see the 
column options available for this template. The poster columns can also 
be customized on the Master. VIEW > MASTER. 

 
How to remove the info bars 

If you are working in PowerPoint for Windows and have finished your 
poster, save as PDF and the bars will not be included. You can also delete 
them by going to VIEW > MASTER. On the Mac adjust the Page-Setup to 
match the Page-Setup in PowerPoint before you create a PDF. You can 
also delete them from the Slide Master. 
 

Save your work 
Save your template as a PowerPoint document. For printing, save as 
PowerPoint of “Print-quality” PDF. 
 

Print your poster 
When you are ready to have your poster printed go online to 
PosterPresentations.com and click on the “Order Your Poster” button. 
Choose the poster type the best suits your needs and submit your order. If 
you submit a PowerPoint document you will be receiving a PDF proof for 
your approval prior to printing. If your order is placed and paid for before 
noon, Pacific, Monday through Friday, your order will ship out that same 
day. Next day, Second day, Third day, and Free Ground services are 
offered. Go to PosterPresentations.com for more information. 
 

Student discounts are available on our Facebook page. 
Go to PosterPresentations.com and click on the FB icon.  
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Kaggle has raised up a competition to challenge Asirra’s Pet CAPTCHA 
which contains dog and cat images and calls for state-of-the-art accuracy of 
recognizing cats and dogs from images with large variation in size and 
noise.  
In this project, we participated the Kaggle competition and  implemented a 
well known deformable part model[1] proposed by P F. Felzenswalb which 
is a detection system based on HOG features and is suitable for a large 
range of object class. We train the model on body and head annotations[2] 
to recognize cats and dogs in Asirra images. We achieved a very good 
accuracy of 90.5% with 10 over 70 ranking on Kaggle Leaderboard [4] and 
successfully challenged the Asirra CAPTCHA. 
 
 

Abstract	  

Introduc?on	  of	  Dataset	  

The deformable part model (DefPM) [1] is a set of filters, among which 
there is one low resolution root filter and several high resolution part 
filters, and we display our head deformable part model as below. 
 
 
 
 
 
 
 
The scoring process of the model filters over a query image is done by the 
following steps: 
•  Convolve the object root filter at the HOG feature map of original 

image and convolve the part filter with twice resolution. 
•  Combine the response of convolution into one response map. 
•  Locate the instance area where the response is highest and 

formulate boundary box.  
•  Record the max response as the score of object. 
The process is presented as the below workflow: 

Score	  the	  Image:	  Feature	  Construc?on	  

Statement of Parameters 
•  The model has parameter vector       
•  The feature space  
•  Latent value: the bounding box locator vector 
•  The feature vector  
•  The score of this image over model      : 
 
Training datasets 
•  The PASCAL VOC dataset provides negative images with no target 

object within them.                                   and they are all labeled “-1”. 
•  To train body DefPM, we use PASCAL VOC cat and dog images with 

body annotations. To train the head DefPM, we use Oxford IIIT Pet 
Dataset with head-annotated cat and dog images. In both circumstances, 
we define positive images as                                      and label them “1”. 

Latent SVM 
•  We have latent value z in our target function and we build a latent SVM 

 
 
Open Source Code available[5] 
Training Algorithm (Pseudo Code ) 
0    while(t<Num_iterations) 
1      for i=1 to n do 
2            Solve the latent value which covers 50% of bounding box. 
3 
 
4             Add to  
5 
6      end 
7      for i=1 to m do 
8            Solve the latent value  
9   
10          Add to 
11                         
12    end 
13    Stochastic gradient      
14              
15  end 

  

Train	  the	  Deformable	  Model[1]	  

Conclusion	  and	  Evalua?on	  

Evaluation: 
•  We found that the body are very deformable because of different 

positions a pet can hold,  which makes it hard to capture body 
exactly and the body box includes much more noise than head box. 

•  The main drawback of head DefPM lies in that the model succeeds 
only when the part is detected. If the picture is noisy or the part is 
somewhat hidden from camera, the scores becomes no sense. 

 
 
 
Conclusions: 
•  Because head are relatively undeformable and stable, the head 

DefPM works much better than the body DefPM.   
•  The head DefPM is still vulnerable to pictures with noisy 

background which mainly contributes to the 10% error.  
•  Gaussian Kernel SVM works the best to separate the scores. 

Though the improvement is relatively tiny. 
Future Work: 
•  Try appearance based classification method, focus more on color 

distribution to boost the performance of shape. 
•  Revise the training algorithm of DefPM to be more time efficient. 
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•  PASCAL VOC 2009 
•  Body annotations and original images 
•  Negative images: no annotations and objects 

                   PASCAL Dataset                      Oxford IIIT Pet Dataset 

•  Oxford IIIT Pet Dataset [2][3] 
•  Breeds classification. 
•  Offers head annotations 

•  Asirra CAPTCHA Dataset 
•  Raw images with cats and dogs 
•  25000 training set/ 12500 testing set 
•  Variations in size and bacground contents 

Instructor:	  Joelle	  Pineau	  
Chu	  Wang	  

Recognizing	  Cats	  and	  Dogs	  Using	  Deformable	  Part	  Model	  
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zp (i) = argmaxz∈Z (xi ) β ⋅Φ(Ii , z)

st. Boxβ (zi ) Bi∩ ≥ 0.5

zn (i) = argmaxz∈Z (xi ) β ⋅Φ(Ji , z)

Fp (i) = (xi , zp (i), yi )

Fn (i) = (xi , zn (i), yi )

 β = gradient − descent(Fp Fn∪ )
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We demonstrate the training and processing workflow, here we 
use head DefPM[2][3]: 
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Statement of Task 
•  Due to the large scoring computation time, which is 1000 image for 

2 hour , we score 4000 training images(equally distributed in cat or 
dog category) and use them as score training set. 

•  We need to classify dogs and cats based on the scores. 
•  We train SVMs on training set scores and classify test scores with 

the trained SVM. 

Score Pattern Overview   
•  Red for Cat and Green for Dog. 
 

Body	  DefPM Head	  DefPM

SVM Training Result 
•  We illustrate the decision boundary of linear SVM 

               
•  We trained different SVM based on kernel types. And compare 

their performance in the table below 
 


Body	  DefPM Head	  DefPM

Accuracy
Kernel\

Body	  Model	  
	  	  	  Train	  set

Head	  Model	  
	  	  	  Train	  set

Head	  Model	  
Leaderboad

Linear 0.7750 0.9177 0.9058
Polynomial Coverge	  Fail 0.9167 0.9017
Gaussian 0.7782 0.9193 0.9061


