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## 1. Introduction

There are two ways to approach the problem of inverse robot kinematics: numerically and symbolically. Numerical treatments [1] are general, and can be made to yield clean solutions in the presence of singularities, but are computationally burdensome for real time applications. By contrast, analytical solutions, optimized for a particular robot, can be quite rapid. The major drawback is that working out such a solution may not always be possible (although it usually is for most industrial manipulators). In the general case of a robot with 6 revolute joints, it has been shown that the solution for the tangent of the half angle of each joint is a 32 degree polynomial of the coordinates of the last link [12]. Attempts to derive an explicit form for this polynomial have been unsuccessful, although it has been shown to be equivalent to both a $16 \times 16$ determinant equation
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[2], and a system of eight second degree equations [13].

Some of the original work on obtaining inverse kinematic solutions was done by Pieper, who enumerated special cases in which a closed form solution is feasible. This includes the case where any three adjacent joint axes intersect, which is often true of the last three joints (or "wrist") of many industrial robots and defines the class of "wrist partitioned" manipulators. The kinematics of these robots have been extensively studied [3,4,9].

The best known method for determining a closed kinematic solution is the one described in [7,8] which involves systematically exploring various kinematic relationships and picking out the best ones to yield solutions. In this paper, we adapt this technique so that it is more directed by the special geometry of the manipulator in question. This limits the search for a workable set of equations and is justifiable since special geometry is required to solve a manipulator anyway. We will also show how to use the same in determining the manipulator Jacobian and its inverse. Two special geometries that will be considered in particular are the cases where either three adjacent joints axes intersect, or three adjacent axes are parallel. The approach also lends itself to the use of a computer algebra program (in particular, maCsyma *), and we will describe how we used this effectively in obtaining our results.

## 2. Forward and Inverse Kinematics

### 2.1. Finding the Equations

The forward kinematics for a manipulator are always straight-forward to derive:
$\mathbf{T}_{6}=\mathbf{A}_{1} \mathbf{A}_{2} \ldots \mathbf{A}_{N}$
where $T_{6}$ is the position of link 6 relative to the robot base, $\mathbf{A}_{i}$ is the well known " A " matrix for link $i[6,7]$, and $N$ is the number of links.

A method for finding the inverse kinematics is described in [8], where (for a six link arm) we search the following set of equivalent equations for simple relationships between the joint angles

[^0]we wish to find, and the hand coordinates and the joint angles we have already solved for:
$\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3} \mathbf{A}_{4} \mathbf{A}_{5} \mathbf{A}_{6}=\mathbf{T}_{6}$
$\mathbf{A}_{2} \mathbf{A}_{3} \mathbf{A}_{4} \mathbf{A}_{5} \mathbf{A}_{6}=\mathbf{A}_{1}^{-} \mathbf{T}_{6}$
$\mathbf{A}_{3} \mathbf{A}_{4} \mathbf{A}_{5} \mathbf{A}_{6}=\mathbf{A}_{2}^{-1} \mathbf{A}_{1}^{-1} \mathbf{T}_{6}$

We present here a variation on this approach.
Assume that there are $j$ adjacent joints whose kinematics decouple from those of the $N-j$ surrounding joints. If the products of the transformation matrices of these joints is denoted by $\mathbf{C}$, and the matrices for the surrounding joints are given by $\mathrm{U}_{a}$ and $\mathrm{U}_{b}$, then we have
$\mathbf{U}_{a} \mathbf{C U}_{b}=\mathbf{T}_{6}$
If we can use the decoupling to find an appropriate set of equations for the other $N-j$ joints, then this equation can be rewritten as as
$\mathbf{C}=\mathbf{U}_{a}^{-1} \mathbf{T}_{6} \mathbf{U}_{b}^{-1}$
where the right hand side is known. Then, if necessary, we can resolve $\mathbf{C}$ into its component matrices and apply the procedure of (2) to obtain the equations necessary to solve for the remaining $j$ angles which comprise $\mathbf{C}$.

This approach is useful because it breaks the problem cleanly into two smaller problems which are easier to solve, even if it still becomes necessary at that point to resort to a numerical technique to find the remainder of the solution. It is highly applicable to commercial robots which almost always (intentionally) decouple in some straightforward way. Conversely, the idea may be used in reverse to provide guidelines for robot design.

If $\mathbf{C}$ decouples totally, then for an arbitrary adjacent transform M, either MC or CM contains $N-j$ independent components which do not depend on $\mathbf{C}$ at all. If the operator $S$ groups these components into a column vector, then for the "MC" case we have
$\mathbf{U}_{a} \mathbf{C U}_{b}=\mathbf{T}_{6}$
$\mathbf{U}_{a} \mathbf{C}=\mathbf{T}_{6} \mathbf{U}_{b}^{-1}$
$S\left(\mathbf{U}_{a}\right)=S\left(\mathbf{T}_{6} \mathbf{U}_{b}^{-1}\right)$
and, similarly, for the "CM" case:
$S\left(\mathbf{U}_{b}\right)=S\left(\mathbf{U}_{a}^{-1} \mathbf{T}_{6}\right)$
In the manner of (2), we can use these relations to
obtain different sets of equations by taking (5) and successively either premultiplying by the inverse components of $\mathbf{U}_{a}$, or postmultiplying by the inverse components of $\mathbf{U}_{b}$.

In formulating $\mathbf{C}$, it may be convenient to allow the component matrices to differ slightly from the strict "A" matrix definition. We can do this as follows. An "A" matrix is the product of four components: A rotation about $\theta$ about the $z$ axis, a translation $d$ along the $z$ axis, a translation $a$ along the new $x$ axis, and a rotation $\alpha$ about the new $z$ axis:
$\mathbf{A}=\mathbf{R}_{\theta} \mathbf{T}_{d} \mathbf{T}_{a} \mathbf{R}_{\boldsymbol{\alpha}}$
For a joint described by $\mathbf{A}_{i}$, we may migrate some of the constant terms into the adjacent matrices $\mathbf{A}_{i-1}$ or $\mathbf{A}_{i+1}$, requiring only that $\mathbf{A}_{i}$ remains dependent on its joint variable. Caution should be exercised in doing this since some analysis techniques involving " $A$ " matrices do in fact assume the standard definition of (8).

We shall now study some applications of the approach, beginning with the well studied instance where three joint axes intersect. This makes it possible to formulate as $\mathbf{C}$ for the joints in question which has no translational component, which implies that
$\mathbf{C}=\left(\begin{array}{ll}\mathbf{R} & 0 \\ 0 & 1\end{array}\right)$
where $\mathbf{R}$ is a $3 \times 3$ rotation matrix. Premultiplying this by any transform $\mathbf{X}$ leaves the fourth column invariant:
$\mathbf{X C e}{ }_{4}=\mathrm{Xe}_{4}$
(where $\mathbf{e}_{i}$ is defined by $\mathbf{e}_{i}(j)=0$ for $j \neq i, \mathbf{e}_{i}(i)=$ 1).

In the well known "wrist partioned" case, C comprises the last three joints, so that
$\mathrm{A}_{1} \mathrm{~A}_{2} \mathrm{~A}_{3} \mathbf{C}=\mathbf{T}_{6}$
Applying (6) and (10) allows us to generate the following equations:
$\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3} \mathbf{e}_{4}=\mathbf{T}_{6} \mathbf{e}_{4}$
$\mathbf{A}_{2} \mathbf{A}_{3} \mathbf{e}_{4}=\mathbf{A}_{1}^{-1} \mathbf{T}_{6} \mathbf{e}_{4}$
$\mathbf{A}_{3} \mathbf{e}_{4}=\mathbf{A}_{2}^{-1} \mathbf{A}_{1}^{-1} \mathbf{T}_{6} \mathbf{e}_{4}$
This provides enough information to determine $\mathbf{A}_{1}, \mathbf{A}_{2}$, and $\mathbf{A}_{3} . \mathbf{C}$ can then be determined from equation (4):
$\mathbf{C}=\mathbf{A}_{3}^{-1} \mathbf{A}_{2}^{-1} \mathbf{A}_{1}^{-1} \mathbf{T}_{6}$

The rest of the problem can be solved by applying method (2) to $\mathbf{C}$ alone:
$\mathbf{A}_{4} \mathbf{A}_{5} \mathbf{A}_{6}=\mathbf{C}$
$\mathbf{A}_{5} \mathbf{A}_{6}=\mathbf{A}_{4}^{-1} \mathbf{C}$
$\mathbf{A}_{6}=\mathbf{A}_{5}^{-1} \mathbf{A}_{4}^{-1} \mathbf{C}$
If $\mathbf{C}$ comprises a set of intermediate links, such as (for example) 3,4 , and 5 , then we obtain a different version of (11)-(13):
$\mathbf{T}_{6}^{-1} \mathbf{A}_{1} \mathbf{A}_{2} \mathbf{e}_{4}=\mathbf{A}_{6}^{-1} \mathbf{e}_{4}$
$\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{e}_{4}=\mathbf{T}_{6} \mathbf{A}_{6}^{-1} \mathbf{e}_{4}$
$\mathbf{A}_{2} \mathbf{e}_{4}=\mathbf{A}_{1}^{-1} \mathbf{T}_{6} \mathbf{A}_{6}^{-1} \mathbf{e}_{4}$
along with equations analogous to (14)-(17) to solve for the component of $\mathbf{C}$.

Another case of interest is when we have three rotational joints whose axes are parallel to each other. If we use one of these axes as a reference, then the three joints form a complete two dimensional system with one rotational freedom about the axis and two translational freedoms perpendicular to it. If we define this axis to be $z$, then $\mathbf{C}$ can be defined as
$\mathbf{C}=\left(\begin{array}{cccc}\cos (\theta) & -\sin (\theta) & 0 & p_{c x} \\ \sin (\theta) & \cos (\theta) & 0 & p_{c y} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$
where $p_{c x}$ and $p_{c y}$ are the net displacements, and $\theta$ is the net rotation. Post multiplication CX of this matrix leaves the 3rd row invariant, which allows us to establish
$\mathbf{e}_{3}^{T} \mathbf{C X}=\mathbf{e}_{3}^{T} \mathbf{X}$
If we assume, for example, that $\mathbf{C}$ is formed from angles 2, 3, and 4 (as is the case for the "elbow" manipulator), then
$\mathrm{A}_{1} \mathrm{CA}_{5} \mathrm{~A}_{6}=\mathrm{T}_{6}$
and applying (7) and (22) gives the following equations:
$\mathbf{e}_{3}^{T} \mathbf{A}_{5}=\mathbf{e}_{3}^{T} \mathbf{A}_{1}^{-1} \mathbf{T}_{6} \mathbf{A}_{6}^{-1}$
$\mathbf{e}_{3}^{T} \mathbf{A}_{5} \mathbf{A}_{6}=\mathbf{e}_{3}^{T} \mathbf{A}_{1}^{-1} \mathbf{T}_{6}$
$\mathbf{e}_{3}^{T} \mathbf{A}_{5} \mathbf{A}_{6} \mathbf{T}_{6}^{-1}=\mathbf{e}_{3}^{T} \mathbf{A}_{1}^{-1}$
This yields a solution for angles 1,5 , and 6. C is then known from (4).
$\mathbf{C}=\mathbf{A}_{1}^{-1} \mathbf{T}_{6} \mathbf{A}_{6}^{-1} \mathbf{A}_{5}^{-1}$
and given (21), is it easy to solve for the 3 component matrices which comprise $\mathbf{C}$ (see the end of Section 2.2).

Decouplings similar to the three parallel axis case can also occur for combinations of prismatic and revolute joints. Prismatic joints are generally much easier to deal with since they introduce no rotational motion. The case where any three adjacent joints are prismatic is easy to solve, since it represents a $\mathbf{C}$ in which the rotational component, if not 0 , is at least constant. If $\mathbf{R}_{a}, \mathbf{R}_{c}, \mathbf{R}_{b}$, and $\mathbf{R}_{6}$ are the rotational submatrices of $\mathbf{U}_{a}, \mathbf{C}, \mathbf{U}_{b}$ and $\mathbf{T}_{6}$, respectively, then $\mathbf{R}_{c}$ and $\mathbf{R}_{6}$ are known and we can formulate our base equations from the relationship
$\mathbf{R}_{a} \mathbf{R}_{c} \mathbf{R}_{b}=\mathbf{R}_{6}$
and the component matrices of $\mathbf{R}_{a}$ and $\mathbf{R}_{b}$, which together contain only 3 independent variables.

Lastly, we consider the case where only two axes intersect. Though this problem is certainly not always tractable, it is common to most manipulators and hence worth some discussion. As in the case where three joints intersect, it is possible to construct a $\mathbf{C}$ matrix which has only a rotational component (though using only two component matrices this time). The difficulty is that the resulting equations we can generate for the translational part of the problem will depend on four joint variables instead of three. Even if these relationships are simple, we will still need an additional equation to solve for the subsystem. This can be found if the rotational component of $\mathbf{C}$ contains any constant entries (which is true when any of the component "twist" angles $\alpha_{i}$ are multiplies of $\pi / 2$ ). We can then find the necessary equation from
$\mathbf{R}_{c}=\mathbf{R}_{a}^{T} \mathbf{R}_{6} \mathbf{R}_{b}^{T}$
by equating these elements which are constant on the left hand side with their corresponding elements on the right. This constraint is actually the one commonly used to solve the elbow manipulator [7,10], although in that instance it is not actually needed because of the three parallel axes.

### 2.2. Solving the Equations

In the rest of this paper, we will use the common kinematician's shorthand where $s_{i}=\sin \theta_{i}$, $c_{i}=\cos \theta_{i}, s_{i j}=\sin \theta_{i}+\sin \theta_{j}$, and $c_{i j}=\cos \theta_{i}+$
$\cos \theta_{j}$. We will also make use of the function $\operatorname{atan} 2(y, x)$, which takes two arguments, $y$ and $x$, proportional, respectively, to the sine and cosine of some angle $\theta$, and returns the value of that angle in the range $-\pi<\theta_{i}<=\pi$. This method of performing inverse trigonometry is preferred because it is numerically well behaved and easily resolves ambiguities about what quadrant the angle is in.

Once a reasonable set of equations has been determined by the methods discussed above, solutions are obtained in the same way detailed in [7]: The individual elements are examined for simple relationships describing the joint variables. Some of the common forms of these relationships for revolute joints are described here, along with their solutions.

In the most ideal case we will find two equations of the form
$a s_{i}=k_{1}$
$a c_{i}=k_{2}$
where $k_{1}$ and $k_{2}$ are given or known from a previous part of the solution. $\theta_{i}$ can then be determined unambiguously from
$\theta_{i}=\operatorname{atan} 2\left(\frac{k_{1}}{k_{2}}\right)$
except when $a=0$, which probably indicates a singularity. Alternatively, we may find an equation
$a s_{i}+b c_{i}=k$
whose solution may be expressed either as [7]
$\theta_{i}=\operatorname{atan} 2\left(\frac{k}{ \pm \sqrt{a^{2}+b^{2}-k^{2}}}\right)-\operatorname{atan} 2\left(\frac{b}{a}\right)$
or [10],
$\theta_{i}=2 \operatorname{atan} 2\left(\frac{a \pm \sqrt{a^{2}+b^{2}-k^{2}}}{k+b}\right)$
If such relationships are not explicitly available, they can often be found by squaring and combining neighboring equations. Sometimes we may only have a convenient representation for either the sine or the cosine term. This can still be resolved using the above equations; if we have an expression for the cosine, then we can use (33) with $a=0$ and $b=1$ to get
$\theta_{i}=2 \operatorname{atan} 2\left( \pm \frac{\sqrt{1-c^{2}}}{1+c}\right)$

Another possibility is that an equation of the form (31) is be complemented by an additional equation to give a linear relationship,
$a_{1} s_{i}+b_{1} c_{i}=k_{1}$
$a_{2} s_{i}+b_{2} c_{i}=k_{2}$
which may be solved to give $s_{i}$ and $c_{i}$ explicitly. These are then used as arguments to $\operatorname{atan} 2()$.

We conclude this section with the solution of $\mathbf{C}$ for the three parallel joint case discussed above. For notational convenience, we will assume that the three component joints are 2,3 , and 4 . If the translational offset for each link is $a_{i}^{*}$, we then have

$$
\begin{align*}
& \left(\begin{array}{cccc}
c_{234} & -s_{234} & 0 & p_{c x} \\
s_{234} & c_{234} & 0 & p_{c y} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \\
& \quad=\left(\begin{array}{cccc}
c_{234} & -s_{234} & 0 & a_{2} c_{2}+a_{3} c_{23}+a_{4} c_{234} \\
s_{234} & c_{234} & 0 & a_{2} s_{2}+a_{3} s_{23}+a_{4} s_{234} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \tag{36}
\end{align*}
$$

The solution to this can be determined with the law of cosines and a little algebra:
$\theta_{3}=2 \operatorname{atan} 2\left(\frac{ \pm \sqrt{1+c_{3}^{2}}}{1+c_{3}}\right)$
$c_{3}=\frac{a_{2}^{2}+a_{3}^{2}-d_{x}^{2}-d_{y}^{2}}{2 a_{2} a_{3}}$
$d_{x}=p_{c x}-c_{234} a_{4}$
$d_{y}=p_{c y}-s_{234} a_{4}$
$\theta_{2}=\operatorname{atan} 2\left(\frac{a_{3} s_{3} d_{x}+\left(a_{3} c_{3}+a_{2}\right) d_{y}}{\left(a_{3} c_{3}+a_{2}\right) d_{x}+a_{3} s_{3} d_{y}}\right)$
$\theta_{4}=\operatorname{atan} 2\left(\frac{s_{234}}{c_{234}}\right)-\theta_{3}-\theta_{2}$
Note that there is a singularity at $\theta_{3}=0$.

## 3. Forward and Inverse Jacobians

The decoupling which we have considered in the above section on kinematics is also important

[^1]in any treatment of the manipulator Jacobian, where it will manifest itself as zero entries. It might even be preferable to work out the Jacobian before doing the kinematics (in analyzing a manipulator, one usually finds themself doing both, anyway) in case a partitioning is revealed that was not previously noticed.

It is well known that the Jacobian can be greatly simplified if it is expressed in some alternate frame $k$, instead of the canonical frame (which is usually in link 6 of the manipulator). This frame $k$ is typically located in an intermediate manipulator link [11]. Such simplification is of particular interest for inversion purposes, although it must be remembered that it is then necessary to map Cartesian forces and velocities to and from frame $k$.

In establishing a simple (easy to invert) version of the Jacobian, we are interested that it not only be sparse, but also that it be block triangular, if possible. In particular, for wrist partioned manipulators, where the last three joints do not contribute to translation, the Jacobian is of the form
$\mathbf{J}=\left(\begin{array}{cc}\mathbf{J}_{11} & 0 \\ \mathbf{J}_{21} & \mathbf{J}_{22}\end{array}\right)$
Lets begin by reiterating the formulae for the column vectors $\mathbf{j}_{i}$ of $\mathbf{J}$ expressed in frame $k$ : If the coordinate transform from frame $k$ to the base frame of axis $i$ (located in link $i-1$ ) is given by the matrix $\mathbf{K}_{i}$, where
$\mathbf{K}_{i}=\left(\begin{array}{cc}\mathbf{R}_{i} & \mathbf{p}_{i} \\ 0 & 1\end{array}\right)=\left(\begin{array}{cccc}\mathbf{n}_{i} & \mathbf{o}_{i} & \mathbf{a}_{i} & \mathbf{p}_{i} \\ 0 & 0 & 0 & 1\end{array}\right)$
then we have, using a notation similar to that in [14]:
$\mathbf{j}_{i}=\binom{\mathbf{p}_{i} \times \mathbf{a}_{i}}{\mathbf{a}_{i}}$ (rotary joint)
and
$\mathbf{j}_{i}=\binom{\mathbf{a}_{i}}{0}$ (prismatic joint)
(The perhaps more familiar formulae given in [7] are obtained using $\mathbf{K}_{i}^{-1}$ instead of $\mathbf{K}_{i}$.)

These equations can be used to establish some characteristics of the simplifying cases considered in section 1. If the three rotational joint axes intersect, and we chose our frame $k$ to be coincident on this point of intersection, then $\mathbf{p}_{i}$ will be zero for each of the three columns associated with the joints in question. The top three elements of
each column will hence be zero, and so by permuting columns appropriately, it will be possible to transform $\mathbf{J}$ into form (38).

Next, we consider the case where three rotary joints are always parallel. If we set the $z$ axis of $k$ to be parallel to the joint axes, then $\mathbf{a}_{i}=(0,0,1)^{T}$ and the $z$ components of $\mathbf{n}_{i}$ and $\mathbf{o}_{i}$ are 0 for each of the three associated columns. This gives us columns of the form
$\mathbf{j}_{i}=\left(\begin{array}{c}\left(\mathbf{p}_{i} \times \mathbf{a}_{i}\right)_{x} \\ \left(\mathbf{p}_{i} \times \mathbf{o}_{i}\right)_{y} \\ 0 \\ 0 \\ 0 \\ 1\end{array}\right)$
Again, by permuting rows and columns, it is possible to transform J into form (38) (note that the axes in question do not need to be adjacent; prismatic joints may lie between them, for instance).

The case of two intersecting rotary axes (say $i$ and $i-1$ ) also results in a simplified Jacobian. If $k$ is chosen to be the same frame as that of axis $i$, then $\mathbf{K}_{i}=\mathbf{I}$, and $\mathbf{K}_{i-1}$ is simply the inverse of the "A" matrix $\mathbf{A}_{i-1}$. Since the axes intersect, the translational components of this matrix are zero and the matrix is orthogonal:
$\mathbf{K}_{i-1}=\mathbf{A}_{i}^{-1}=\left(\begin{array}{cccc}c_{i} & s_{i} & 0 & 0 \\ -s_{i} c_{\alpha} & c_{i} c_{\alpha} & s_{\alpha} & 0 \\ s_{i} s_{\alpha} & -c_{i} s_{\alpha} & c_{\alpha} & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
The Jacobian columns $\mathbf{j}_{i-1}$ and $\mathbf{J}_{i}$ associated with the two axes are hence
$\left(\mathbf{j}_{i-1}, \mathbf{j}_{i}\right)=\left(\begin{array}{cc}0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ s_{\alpha} & 0 \\ c_{\alpha} & 1\end{array}\right)$
From this, we see that whenever at least 2 joint axes intersect, $\mathbf{J}$ may be expressed in the form of (38), where $J_{11}$ is $4 \times 4$ and $J_{22}$ is $2 \times 2$. This can be useful; even if numeric inversion is necessary, it is much less expensive to invert a $4 \times 4$ matrix than a $6 \times 6$.

Just to complete this part of the discussion, we see that by setting $k$ equal to the frame of link 5 , we are always able to obtain a Jacobian whose last
column is $(0,0,0,0,0,1)^{T}$ and hence have at most a $5 \times 5$ inversion to deal with.

Having seen that it is often possible to put the Jacobian into a block triangular form, we should see how we can use this to the best advantage computationally. It should be noted that we are not usually interested in inverting the Jacobian for its own sake, but rather we typically wish to solve for a vector. This may done at less cost than a full matrix inversion, and methods for doing this efficiently are now described.

There are two flavors of Jacobian calculation: the direct computation, which maps between differential joint values $d \Theta$ and Cartesian values de, and the transpose computation, which maps between Cartesian forces $\mathbf{q}$ and joint torques $\mathbf{t}$.

The direct Jacobian computation is $\mathrm{d} \mathbf{c}=\mathbf{J} \mathrm{d} \boldsymbol{\Theta}$

$$
=\left(\begin{array}{ll}
\mathbf{J}_{11} & 0  \tag{45}\\
\mathbf{J}_{21} & \mathbf{J}_{22}
\end{array}\right) \mathrm{d} \Theta
$$

The inverse of this is

$$
\begin{align*}
\mathrm{d} \boldsymbol{\Theta} & =\mathbf{J}^{-1} \mathrm{~d} \mathbf{c} \\
& =\left(\begin{array}{cc}
\mathbf{J}_{11}^{-1} & 0 \\
-\mathbf{J}_{22}^{-1} \mathbf{J}_{21} \mathbf{J}_{11}^{-1} & \mathbf{J}_{22}^{-1}
\end{array}\right) \mathrm{dc} \tag{46}
\end{align*}
$$

The transpose computation is used to determine joint torques:

$$
\begin{align*}
\mathbf{t} & =\mathbf{J}^{T} \mathbf{q} \\
& =\left(\begin{array}{cc}
\mathbf{J}_{11}^{T} & \mathbf{J}_{21}^{T} \\
0 & \mathbf{J}_{22}^{T}
\end{array}\right) \tag{47}
\end{align*}
$$

The inverse of this calculation is

$$
\begin{align*}
\mathbf{q} & =\mathbf{J}^{-1 T} \mathbf{t} \\
& =\left(\begin{array}{cc}
\mathbf{J}_{11}^{-1 T} & -\mathbf{J}_{11}^{-1 T} \mathbf{J}_{21}^{T} \mathbf{J}_{22}^{-1 T} \\
0 & \mathbf{J}_{22}^{-1 T}
\end{array}\right) \mathbf{t} \tag{48}
\end{align*}
$$

The most efficient way to handle each of the above computations is to explicitly solve for each of the desired vectors. If we partition each of the input and output vectors into two components, corresponding to the different blocks of $\mathbf{J}$.
$\mathrm{d} \boldsymbol{\Theta}=\binom{\mathrm{d} \boldsymbol{\Theta}_{1}}{\mathrm{~d} \boldsymbol{\Theta}_{2}} \mathrm{~d} \mathbf{c}=\binom{\mathrm{d} \mathbf{c}_{1}}{\mathrm{dc}_{2}}$
$\mathbf{t}=\binom{\mathbf{t}_{1}}{\mathbf{t}_{2}} \mathbf{q}=\binom{\mathbf{q}_{1}}{\mathbf{q}_{2}}$
then our computations arrange to look something like:
$\mathrm{d} \mathbf{c}=\binom{\mathbf{J}_{11} \mathrm{~d} \boldsymbol{\Theta}_{1}}{\mathbf{J}_{21} \mathrm{~d} \boldsymbol{\Theta}_{1}+\mathbf{J}_{22} \mathrm{~d} \boldsymbol{\Theta}_{2}}$
$\mathrm{d} \boldsymbol{\Theta}=\binom{\mathbf{J}_{11}^{-1} d \mathbf{c}_{1}}{\mathbf{J}_{22}^{-1}\left(-\mathbf{J}_{21} \mathrm{~d} \Theta_{1}+\mathrm{d} \mathbf{c}_{2}\right)}$
$\mathbf{t}=\binom{\mathbf{J}_{11}^{T} \mathbf{q}_{1}+\mathbf{J}_{21}^{T} \mathbf{q}_{2}}{\mathbf{J}_{22}^{T} \mathbf{q}_{2}}$
$\mathbf{q}=\binom{\mathbf{J}_{11}^{-1 T}\left(\mathbf{t}_{1}-\mathbf{J}_{21}^{T} \mathbf{q}_{t}\right)}{\mathbf{J}_{22}^{-1{ }^{-1}} \mathbf{t}_{2}}$
Likewise, the easiest way to invert the submatrices $J_{11}$ and $J_{22}$ is to solve explicitly for the vector in question. If we have the matrix equation $\mathbf{M y}=\mathbf{x}$, where $\mathbf{y}=\left(y_{1}, y_{2}, y_{3}\right)^{T}$ and $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)^{T}$ are arbitrary vectors, then we use the notation sol(M) to denote the product $\mathbf{M}^{-1} \mathbf{x}$. This is best found in the usual way by putting the composite matrix (Mx) into echelon form and then solving for $y$ recursively (elements of the solution vector y may hence be explicitly contained in the expression for $\operatorname{sol}(\mathbf{M})$ ). The solution to equations (52) and (54) is completed by finding $\operatorname{sol}\left(\mathbf{J}_{11}\right), \operatorname{sol}\left(\mathbf{J}_{22}\right), \operatorname{sol}\left(\mathbf{J}_{11}^{T}\right)$, and $\operatorname{sol}\left(\mathbf{J}_{22}^{T}\right)$.

As was mentioned a little earlier, if the Jacobian is derived in an intermediate frame $k$, then we have to map quantities to and from the frame of interest (often the frame in link 6). If the transform from frame $k$ to the frame in link 6 is $\mathbf{K}_{6}$, then the matrix $\mathbf{D}_{6 k}$ which transforms velocities from $\mathbf{e}$ to $k$, and its inverse, $\mathbf{D}_{k e}$, are given by
$\mathbf{D}_{6 k}=\left(\begin{array}{cc}\mathbf{R}_{6} & \mathbf{p}_{6} \times \mathbf{R}_{6} \\ 0 & \mathbf{R}_{6}\end{array}\right) \quad \mathbf{D}_{k 6}=\left(\begin{array}{cc}\mathbf{R}_{6}^{T} & \left(\mathbf{p}_{6}+\mathbf{R}_{6}\right)^{T} \\ 0 & \mathbf{R}_{6}^{T}\end{array}\right)$
where the notation $\mathbf{p} \times \mathbf{R}$ indicates a matrix whose columns are the cross products of $\mathbf{p}$ and each of the columns of $\mathbf{R}$. Similarly, the force transformations $\mathbf{F}_{6 k}$ and $\mathbf{F}_{k 6}$ are given by

$$
\mathbf{F}_{6 k}=\left(\begin{array}{cc}
\mathbf{R}_{6} & 0  \tag{56}\\
\mathbf{p}_{6} \times \mathbf{R}_{6} & \mathbf{R}_{6}
\end{array}\right) \quad \mathbf{F}_{k 6}=\left(\begin{array}{cc}
\mathbf{R}_{6}^{T} & 0 \\
\left(\mathbf{p}_{6} \times \mathbf{R}_{6}\right)^{T} & \mathbf{R}_{6}^{T}
\end{array}\right)
$$

Clearly, these transformations are much simpler to work with if there is no translation between frames $k$ and 6.

## 4. Using MACSYMA to Determine the Kinematics

The methods described above are easy to implement using a computer algebra program. We will describe a few details about doing this here, using MACSYMA as an illustration.

### 4.1. Matrices

Most of the macsyma work is done using the matrix routines along with the regular algebra facilities. The matrix functions provide for most common matrix operations, including multiplication ( $\cdot$ ) and inversion (inv()). Column vectors are also represented as matrices. Multiplying a column vector $v$ by the inverse of a matrix $A I$ would look like
$\operatorname{inv}(A 1) . v ;$
Basic algebraic simplification is performed using the function ratsimp().

### 4.2. Trigonometric Simplification

Although macsyma has rules to handle trigonometric constructions, we found that it was faster (and more compact) to use our own trigonometric notation and provide the required identities explicitly. The trig expressions contained only sines and cosines, which were represented using the convention:
$\operatorname{si} X=\sin \left(\theta_{X}\right)$
$\operatorname{co} X=\cos \left(\theta_{X}\right)$
$\operatorname{si} X Y=\sin \left(\theta_{X}+\theta_{Y}\right)$
$\operatorname{co} X Y=\cos \left(\theta_{X}+\theta_{Y}\right)$
The only trig identities which we found necessary were
$s i X^{\wedge} 2+\cos X^{\wedge} 2=1$
$\operatorname{siXY} \hat{Y^{\wedge}} 2+\operatorname{coX} \hat{Y^{\wedge}} 2=1$
and
$\sin X Y=s i X c o Y+s i Y c o X$
$\cos X Y=c i X c o Y-s i X s i Y$
macsyma allows users to specify a single substitution with the function ratsubst(), or a list of substitutions with the function lratsubst(). The
identities (57) and (58) can be wrapped into a function $\operatorname{tsimp}()$, defined as
$t \operatorname{simp}(x):=\operatorname{lratsubst}([t i d 1, t i d 2, \operatorname{tid} 3, \ldots$ tid12, tid23, ...J, x)
where tid $X$ and tidXY correspond to identities (57) and (58) for the required joint angles.

Identities (59) and (60) are important whenever the axes of two consecutive joints are parallel. For any two joint angles $X$ and $Y$, we can define a function combine $X Y()$ which combines angles, and a function expand $X Y()$ which expands them.

MACSYMA has some difficulty combining angles which are in the midst of a large expression, although this is usually not a problem since it is possible to combine the angles before making the expression complex. For example, if we have the matrices $A 1, A 2, A 3$, and $A 4$, then
combine23(A1. A2, A3 . A4);
might have some difficulty, whereas
A1. combine23(A2. A3). A4;
would succeed. It is often useful to assign such predetermined products to a variable, as in:
A12: combine12(A1. A2);
For analyzing the Jacobian, several support functions were written. These include jacobcolr( $m$ ) and jacobcolp( $m$ ), which return a column of the Jacobian for revolute and prismatic joints, respectively, given the transform matrix $m$ between the frame of the joint in question and frame $k$. For historical reasons, our implementation of these functions uses the formula given in [7], rather than (40), so $m$ is the inverse of the matrix $\mathbf{K}_{i}$ described in Section 2.

$$
\begin{aligned}
& \text { jacobcolr(m) }:= \text { block }([r], \\
& r: \text { matrix }( {[m[2,1] * m[1,4]} \\
&-m[1,1] * m[2,4]), \\
& r: \text { addrow }(r,[m[2,2] * m[1,4] \\
&-m[1,2] * m[2,4]]), \\
& r: \text { addrow }(r,[m[2,3] * m[1,4] \\
&-m[1,3] * m[2,4]]), \\
& \text { FOR } i \operatorname{THRU} 3 D O \\
& r: \operatorname{addrow}(r,[m[3, i]]),
\end{aligned}
$$

jacobcolp(m) := block ([r],
$r$ :matrix ( $[m[3,1]]$ ),
$r:$ addrow(r, $[m[3,2]]$ ),
$r:$ addrow(r, [m[3, 3]]),

```
FOR i THRU 3 DO
        r:addrow(r, [0]),
r);
```

For exchanging rows and columns of the Jacobian, we have defined $\operatorname{exrow}(m, i, j)$ and ex$\operatorname{col}(m, i, j)$, which exchange rows (or columns) $i$ and $j$ of $m$ :

```
exrow(matrix, \(i, j\) ) := block(
    \([r, t]\),
    r:copymatrix(matrix),
    \(t: r[j], r[j]: r[i], r[i]: t\),
    r);
excol(matrix, \(i, j)\) := block(
    \([r, t]\),
    \(r\) :transpose(matrix),
    \(t: r[j], r[j]: r[i], r[i]: t\),
    transpose (r));
```

Lastly, the functions usolve( $m, y, x$ ) and lsolve( $m, y, x$ ) can be used to determine $\operatorname{sol}(m)$ for a matrix which is either closer to upper triangular, or closer to lower triangular, respectively. The arguments $x$ and $y$ provide symbolic descriptions of the input and output vectors.

```
usolve \((m, y, x):=\) block \((\)
    [ue, nc],
    \(n c:\) length \((m[1])+1\),
    ue: uechelon( \(m, x\) ),
    col(ue, nc) - (submatrix(ue, nc)
        \(-\operatorname{ident}(n c-1)) . y) ;\)
```

lsolve( $(\mathrm{m}, \mathrm{y}, x):=$ block(
[ue, nc],
$n c:$ length $(m[1])+1$,
ue:lechelon( $m, x$ ),
col(ue, nc) - (submatrix(ue, nc)
$-\operatorname{ident(nc-1)).y);~}$
uechelon $(m, x):=\operatorname{echelon}(\operatorname{addcol}(m, x)$ );
$\operatorname{lechelon}(m, x):=$ block $($
[ $r, n c$ ],
$n c: l$ length $(m[1])+1$,
$r:$ echelon(addcol (flipmatrix(m), reverse( $x$ )),
addcol (flipmatrix(submatrix(r,nc)),
reverse(col( $\left(\begin{array}{l}, ~ N c))) \text { ); } ; ~\end{array}\right.$
flipmatrix(m)
$:=$ reverse $($ transpose(reverse(transpose(m))));

## 5. Examples

In the following examples, the elements of $\mathrm{T}_{6}$ will be denoted in the usual way.
$\mathrm{T}_{6}=\left(\begin{array}{cccc}n_{x} & o_{x} & a_{x} & p_{x} \\ n_{y} & o_{y} & a_{y} & p_{y} \\ n_{z} & o_{z} & a_{z} & p_{z} \\ 0 & 0 & 0 & 1\end{array}\right)$
while the elements of $C$ will be denoted by

$$
\mathbf{C}=\left(\begin{array}{cccc}
n_{c x} & o_{c x} & a_{c x} & p_{c x}  \tag{62}\\
n_{c y} & o_{c y} & a_{c y} & p_{c y} \\
n_{c z} & o_{c z} & a_{c z} & p_{c z} \\
0 & 0 & 0 & 1
\end{array}\right)
$$

### 5.1. Example 1: The ETL Robot

This is a 6 revolute joint robot designed at the Japanese Electrotechnical Laboratory (ETL). (Fig. 1). The "A" matrices for this robot are:
$\mathbf{A}_{1}=\left(\begin{array}{cccc}c_{1} & -s_{1} & 0 & a_{1} c_{1} \\ s_{1} & c_{1} & 0 & a_{1} s_{1} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{2}=\left(\begin{array}{cccc}c_{2} & 0 & s_{2} & 0 \\ s_{2} & 0 & -c_{2} & 0 \\ 0 & 1 & 0 & -d_{2} \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{3}=\left(\begin{array}{cccc}c_{3} & 0 & s_{3} & d_{4} s_{3} \\ s_{3} & 0 & -c_{3} & -c_{3} d_{4} \\ 0 & 1 & 0 & d_{3} \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{4}=\left(\begin{array}{cccc}c_{4} & 0 & -s_{4} & 0 \\ s_{4} & 0 & c_{4} & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{5}=\left(\begin{array}{cccc}c_{5} & 0 & s_{5} & 0 \\ s_{5} & 0 & -c_{5} & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{6}=\left(\begin{array}{cccc}c_{6} & -s_{6} & 0 & 0 \\ s_{6} & c_{6} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$

Since this is a wrist partitioned manipulator, we start with equations (11)-(13), which yields several equivalently useful relationships. Equation (13) evaluates to
$\left(\begin{array}{c}d_{4} s_{3} \\ -c_{3} d_{4} \\ d_{3} \\ 1\end{array}\right)=\left(\begin{array}{c}p_{y} s_{12}+c_{12} p_{x}-a_{1} c_{2} \\ p_{z}+d_{2} \\ -a_{1} s_{2}+p_{x} s_{12}-c_{12} p_{y} \\ 1\end{array}\right)$
The second row gives a single cosine relationship for $\theta_{3}$.

Squaring and adding rows 1 and 3 gives the equation
$d_{4}^{2} s_{3}^{2}+d_{3}^{2}=-2 a_{1} p_{y} s_{1}+p_{y}^{2}+p_{x}^{2}-2 a_{1} c_{1} p_{x}+a_{1}^{2}$
which then provides a solution for $\theta_{1}$.
Equation (12) gives us

$$
\left(\begin{array}{c}
c_{2} d_{4} s_{3}+d_{3} s_{2}  \tag{66}\\
d_{4} s_{2} s_{3}-c_{2} d_{3} \\
-c_{3} d_{4}-d_{2} \\
1
\end{array}\right)=\left(\begin{array}{c}
p_{y} s_{1}+c_{1} p_{x}-a_{1} \\
c_{1} p_{y}-p_{x} s_{1} \\
p_{z} \\
1
\end{array}\right)
$$

Rows 1 and 2 give a set of equations for $s_{2}$ and $c_{2}$ of the form

$$
\left(\begin{array}{cc}
d_{4} s_{3} & d_{3}  \tag{67}\\
-d_{3} & d_{4} s_{3}
\end{array}\right)\binom{c_{2}}{s_{2}}=\binom{k_{21}}{k_{21}}
$$

which gives a solution for $\theta_{2}$. A solution for $\theta_{2}$


Fig. 1. The ETl robot.
could also be found by squaring and combining a pair of equations, as was done for $\theta_{1}$.

One we have solved for the first three angles, we can solve for the wrist angles using equations (14) and (15)-(17). These equations are relatively simple since the wrist contains no offsets and the twist angles are multiples of $\pi / 2$.

Elements (1.3) and (2.3) of equation (15) give a relation for angle $\theta_{4}$ :
$\binom{c_{4} s_{5}}{s_{4} s_{5}}=\binom{a_{c x}}{a_{c y}}$
We note the singularity when $\theta_{5}=0$.
Elements (1.3) and (2.3) of equation (16) yield a relation for $\theta_{5}$ :
$\binom{s_{5}}{-c_{5}}=\binom{a_{c y} s_{4}+a_{c x} c_{4}}{-a_{c z}}$
Finally, $\theta_{6}$ can be determined from elements (1.1) and (2.1) of equation (17):

$$
\begin{equation*}
\binom{c_{6}}{s_{6}}=\binom{c_{5}\left(n_{c y} s_{4}+c_{4} n_{c x}\right)-n_{c z} s_{5}}{c_{4} n_{c y}-n_{c x} s_{4}} \tag{70}
\end{equation*}
$$

The complete inverse kinematics for the ETL robot can now be summarized:
$\theta_{3}=2 \operatorname{atan} 2\left(\frac{ \pm \sqrt{d_{4}^{2}-\left(p_{z}+d_{2}\right)^{2}}}{p_{z}+d_{2}-d_{4}}\right)$
$\theta_{1}=2 \operatorname{atan} 2\left(\frac{2 a_{1} p_{y} \pm \sqrt{4 a_{1}^{2} p_{y}^{2}+4 a_{1}^{2} p_{x}^{2}-k_{11}^{2}}}{k_{11}+2 a_{1} p_{x}}\right)$
$k_{11}=p_{y}^{2}+p_{x}^{2}+a_{1}^{2}-d_{4}^{2} s_{3}^{2}-d_{3}^{2}$
$\theta_{2}=2 \operatorname{atan} 2\left(\frac{d_{3} k_{21}+d_{4} s_{3} k_{22}}{d_{4} s_{3} k_{21}-d_{3} k_{22}}\right)$
$k_{21}=p_{y} s_{1}+c_{1} p_{x}-a_{1}$
$k_{22}=c_{1} p_{y}-p_{x} s_{1}$
$\theta_{4}=\operatorname{atan} 2\left(\frac{a_{c y}}{a_{c x}}\right)$
$\theta_{5}=\operatorname{atan} 2\left(\frac{a_{c y} s_{4}+a_{c x} c_{4}}{a_{c z}}\right)$
$\theta_{6}=\operatorname{atan} 2\left(\frac{c_{4} n_{c y}-n_{c x} s_{4}}{c_{5}\left(n_{c y} s_{4}+c_{4} n_{c x}\right)-n_{c 2} s_{5}}\right)$
where the rotational component of $\mathbf{C}$ is defined by $\left(\begin{array}{lll}n_{c x} & o_{c x} & a_{c x} \\ n_{c y} & o_{c y} & a_{c y} \\ n_{c z} & o_{c z} & a_{c z}\end{array}\right)=\left(\begin{array}{ccc}c_{12} c_{3} & s_{12} & c_{12} s_{3} \\ c_{3} s_{12} & -c_{12} & s_{12} s_{3} \\ s_{3} & 0 & -c_{3}\end{array}\right)$

We derive the Jacobian for the ETL robot in the
frame defined by $\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3}$. Because axes 1 and 2 are parallel, columns 1 and 2 can be combined:
$\mathbf{j}_{1}^{\prime}=\mathbf{j}_{1}-\mathbf{j}_{2}$
The Jacobian relationship then takes the form

$$
\begin{align*}
&\left(\begin{array}{l}
d x \\
d y \\
d z \\
d \psi \\
d \rho \\
d \phi
\end{array}\right) \\
&=\left(\begin{array}{cccccc}
a_{1} c_{3} s_{2} & c_{3} d_{3} & d_{4} & 0 & 0 & 0 \\
-a_{1} c_{2} & -d_{4} s_{3} & 0 & 0 & 0 & 0 \\
a_{1} s_{2} s_{3} & d_{3} s_{3} & 0 & 0 & 0 & 0 \\
0 & s_{3} & 0 & 0 & -s_{4} & c_{4} s_{5} \\
0 & 0 & 1 & 0 & c_{4} & s_{4} s_{5} \\
0 & -c_{3} & 0 & 1 & 0 & c_{5}
\end{array}\right) \\
& \times\left(\begin{array}{c}
d \theta_{1} \\
d \theta_{2}-d \theta_{1} \\
d \theta_{3} \\
d \theta_{4} \\
d \theta_{5} \\
d \theta_{6}
\end{array}\right) \tag{73}
\end{align*}
$$

Permuting columns and rows to optimize the triangularity of the diagonal blocks gives us the following:

$$
\begin{align*}
&\left(\begin{array}{l}
d y \\
d z \\
d x \\
d \psi \\
d \rho \\
d \phi
\end{array}\right) \\
&=\left(\begin{array}{cccccc}
-a_{1} c_{2} & -d_{4} s_{3} & 0 & 0 & 0 & 0 \\
a_{1} s_{2} s_{3} & d_{3} s_{3} & 0 & 0 & 0 & 0 \\
a_{1} c_{3} s_{2} & c_{3} d_{3} & d_{4} & 0 & 0 & 0 \\
0 & s_{3} & 0 & c_{4} s_{5} & -s_{4} & 0 \\
0 & 0 & 1 & s_{4} s_{5} & c_{4} & 0 \\
0 & -c_{3} & 0 & c_{5} & 0 & 1
\end{array}\right) \\
& \times\left(\begin{array}{c}
d \theta_{1} \\
d \theta_{2}-d \theta_{1} \\
d \theta_{3} \\
d \theta_{6} \\
d \theta_{5} \\
d \theta_{4}
\end{array}\right) \tag{74}
\end{align*}
$$

We will now solve for the various blocks of $\mathbf{J}$ using the notation described in section 2. Making the substitution
$h=a_{1} d_{4} s_{2} s_{3}-a_{1} c_{2} d_{3}$
and solving the equation $J_{11} \mathbf{y}=\mathbf{x}$ yields
$\operatorname{sol}\left(\mathbf{J}_{11}\right)=\left(\begin{array}{c}\frac{d_{4} x_{2}+d_{3} x_{1}}{h} \\ -\frac{a_{1} c_{2} y_{1}+x_{1}}{d_{4} s_{3}} \\ -\frac{c_{3} d_{3} y_{2}+a_{1} c_{3} s_{2} y_{1}-x_{3}}{d_{4}}\end{array}\right)$
Solving for $\mathbf{J}_{22}$ yields, initially,
$\left(\begin{array}{c}\frac{s_{4} x_{2}+c_{4} x_{1}}{s_{5}} \\ -\frac{s_{4} s_{5} y_{1}-x_{2}}{c_{4}} \\ x_{3}-c_{5} y_{1}\end{array}\right)$
but this is not quite correct since the $c_{4}$ term in the denominator of the second row cancels out (this can be determined in advance by examining the determinant of $\mathbf{J}_{22}$ and noticing that there are no singularities at $c_{4}=0$ ). Substituting for $y_{1}$ in the second row gives
$\operatorname{sol}\left(\mathrm{J}_{22}\right)=\left(\begin{array}{c}\frac{s_{4} x_{2}+c_{4} x_{1}}{s_{5}} \\ c_{4} x_{2}-s_{4} x_{1} \\ x_{3}-c_{5} y_{1}\end{array}\right)$
Similarly, we can find solutions for $\mathbf{J}_{11}^{T}$ and $\mathbf{J}_{22}^{T}$,


Fig. 2. The elbow manipulator.
respectively:
$\operatorname{sol}\left(\mathbf{J}_{11}^{T}\right)=\left(\begin{array}{c}\frac{c_{3} d_{3} y_{3}+d_{3} s_{3} y_{2}-x_{2}}{d_{4} s_{3}} \\ -\frac{c_{3} h y_{3}+a_{1} c_{2} x_{2}-d_{4} s_{3} x_{1}}{h s_{3}} \\ \frac{x_{3}}{d_{4}}\end{array}\right)$
$\operatorname{sol}\left(\mathbf{J}_{22}^{T}\right)=\left(\begin{array}{c}-\frac{c_{4} c_{5} y_{3}+s_{4} s_{5} x_{2}-c_{4} x_{1}}{s_{5}} \\ -\frac{c_{5} s_{4} y_{3}-c_{4} s_{5} x_{2}-s_{4} x_{1}}{s_{5}} \\ x_{3}\end{array}\right)$
The rest of the solution follows from equations (51)-(54).

### 5.2. Example 2: The Elbow Manipulator

The elbow manipulator (Fig. 2) is a common industrial robot in which the axes of joints 2.3, and 4 are parallel. The " A " matrices for this robot, with $\mathbf{A}_{4}$ and $\mathbf{A}_{5}$ modified so that the $z$ axis defined by $\mathbf{A}_{4}$ is parallel to the $z$ axes of $\mathbf{A}_{2}$ and $\mathbf{A}_{3}$, are:
$\mathbf{A}_{1}=\left(\begin{array}{cccc}c_{1} & 0 & s_{1} & 0 \\ s_{1} & 0 & -c_{1} & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{2}=\left(\begin{array}{cccc}c_{2} & -s_{2} & 0 & a_{2} c_{2} \\ s_{2} & c_{2} & 0 & a_{2} s_{2} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{3}=\left(\begin{array}{cccc}c_{3} & -s_{3} & 0 & a_{3} c_{3} \\ s_{3} & c_{3} & 0 & a_{3} s_{3} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{4}=\left(\begin{array}{cccc}c_{4} & -s_{4} & 0 & a_{4} c_{4} \\ s_{4} & c_{4} & 0 & a_{4} s_{4} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{5}=\left(\begin{array}{cccc}c_{5} & 0 & s_{5} & 0 \\ 0 & 1 & 0 & 0 \\ -s_{5} & 0 & c_{5} & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{6}=\left(\begin{array}{cccc}c_{6} & -s_{6} & 0 & 0 \\ s_{6} & c_{6} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
Since this manipulator has three parallel axes, we can first use equations (23)-(25). We find equation (24) (presented in column form) to be

$$
\left(\begin{array}{c}
-c_{6} s_{5}  \tag{82}\\
s_{5} s_{6} \\
c_{5} \\
0
\end{array}\right)=\left(\begin{array}{c}
n_{x} s_{1}-c_{1} n_{y} \\
o_{x} s_{1}-c_{1} o_{y} \\
a_{x} s_{1}-a_{y} c_{1} \\
p_{x} s_{1}-c_{1} p_{y}
\end{array}\right)
$$

The 4th row of this gives a relation for $\theta_{1}$, while rows 1 and 2 provide a relation for $\theta_{6}$. We note the existence of a singularity when $\theta_{5}=0$.

Next, we examine equation (23):

$$
\left(\begin{array}{c}
-s_{5}  \tag{83}\\
0 \\
c_{5} \\
0
\end{array}\right)=\left(\begin{array}{c}
s_{1}\left(c_{6} n_{x}-o_{x} s_{6}\right)-c_{1}\left(c_{6} n_{y}-o_{y} s_{6}\right) \\
s_{1}\left(n_{x} s_{6}+c_{6} o_{x}\right)-c_{1}\left(n_{y} s_{6}+c_{6} o_{y}\right) \\
a_{x} s_{1}-a_{y} c_{1} \\
p_{x} s_{1}-c_{1} p_{y}
\end{array}\right)
$$

This gives an unambiguous solution for $\theta_{5}$, since the other two angles have been solved for.

Having solved for the three angles which surround $\mathbf{C}$, we now solve for the components of $\mathbf{C}$ itself (which are of the form given in (21)). Beginning begin with the equation
$\mathbf{C}=\mathbf{A}_{1}^{-1} \mathbf{T}_{6} \mathbf{A}_{6}^{-1} \mathbf{A}_{5}^{-1}$
we find the second row, presented in column form, is

$$
\left(\begin{array}{c}
s_{234}  \tag{85}\\
c_{234} \\
0 \\
p_{c y}
\end{array}\right)=\left(\begin{array}{c}
-c_{5} o_{z} s_{6}+a_{z} s_{5}+c_{5} c_{6} n_{z} \\
n_{z} s_{6}+c_{6} o_{z} \\
o_{z} s_{5} s_{6}-c_{6} n_{z} s_{5}+a_{z} c_{5} \\
p_{z}
\end{array}\right)
$$

This gives a relation for $\theta_{234}$ and $p_{c y}$.
For $p_{c x}$, we see from inspection of the (1.4) elements of (84) that
$p_{c x}=p_{y} s_{1}+c_{1} p_{x}$

The results for the elbow manipulator can now be summarized:
$\theta_{1}=2 \operatorname{atan} 2\left(\frac{p_{x} \pm \sqrt{p_{x}^{2}+p_{y}^{2}}}{-p_{y}}\right)$
$\theta_{6}=\operatorname{atan} 2\left(\frac{o_{x} s_{1}-c_{1} o_{y}}{c_{1} n_{y}-n_{x} s_{1}}\right)$
$\theta_{5}=\operatorname{atan} 2\left(\frac{s_{1}\left(c_{6} n_{x}-o_{x} s_{6}\right)-c_{1}\left(c_{6} n_{y}-o_{y} s_{6}\right)}{a_{x} s_{1}-a_{y} c_{1}}\right)$
$s_{234}=-c_{5} o_{2} s_{6}+a_{2} s_{5}+c_{5} c_{6} n_{z}$
$c_{234}=n_{z} s_{6}+c_{6} o_{z}$
$p_{c y}=p_{z}$
$p_{c x}=p_{y} s_{1}+c_{1} p_{x}$
The remainder of the solution follows from equations (37).

We can use the same " A " matrices to derive a Jacobian for the manipulator in the frame $k$ defined by $\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3} \mathbf{A}_{4}$. Since three axes are parallel, we can simplify the Jacobian by combining columns. Specifically, we take
$\mathbf{j}_{2}^{\prime}=\mathbf{j}_{2}-\mathbf{j}_{3}$
and
$\mathbf{j}_{3}^{\prime}=\mathbf{j}_{3}-\mathbf{j}_{4}$
The Jacobian relationship is then defined by

$$
\begin{align*}
&\left(\begin{array}{l}
d x \\
d y \\
d z \\
d \psi \\
d \rho \\
d \phi
\end{array}\right) \\
&=\left(\begin{array}{cccccc}
0 & a_{2} s_{34} & a_{3} s_{4} & 0 & 0 & 0 \\
0 & a_{2} c_{34} & a_{3} c_{4} & a_{4} & 0 & 0 \\
-a_{4} c_{234}-a_{3} c_{23}-a_{2} c_{2} & 0 & 0 & 0 & 0 & 0 \\
s_{234} & 0 & 0 & 0 & 0 & s_{5} \\
c_{234} & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & c_{5}
\end{array}\right) \\
& \times\left(\begin{array}{c}
d \theta_{1} \\
d \theta_{2} \\
d \theta_{3}-d \theta_{2} \\
d \theta_{4}-d \theta_{3} \\
d \theta_{5} \\
d \theta_{6}
\end{array}\right) \tag{90}
\end{align*}
$$

Using the substitution
$h=-a_{4} c_{234}-a_{3} c_{23}-a_{2} c_{2}$
and rearranging columns to migrate the zero block into the upper right corner and optimize the triangularity of the diagonal blocks, we get the relationship

$$
\begin{align*}
\left(\begin{array}{l}
d z \\
d \psi \\
d \rho \\
d \phi \\
d x \\
d y
\end{array}\right)= & \left(\begin{array}{cccccc}
h & 0 & 0 & 0 & 0 & 0 \\
s_{234} & s_{5} & 0 & 0 & 0 & 0 \\
c_{234} & 0 & 1 & 0 & 0 & 0 \\
0 & c_{5} & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & a_{2} s_{34} & a_{3} s_{4} & 0 \\
0 & 0 & 0 & a_{2} c_{34} & a_{3} c_{4} & a_{4}
\end{array}\right) \\
& \times\left(\begin{array}{c}
d \theta_{1} \\
d \theta_{6} \\
d \theta_{5} \\
d \theta_{2} \\
d \theta_{3}-d \theta_{2} \\
d \theta_{4}-d \theta_{3}
\end{array}\right) \tag{92}
\end{align*}
$$

The solution for
$\mathrm{J}_{11} \mathrm{y}=\mathrm{x}$
works out to
$\operatorname{sol}\left(\mathbf{J}_{11}\right)=\left(\begin{array}{c}-\frac{x_{1}}{h} \\ \frac{x_{2}-s_{234} y_{1}}{s_{5}} \\ x_{3}-c_{234} y_{1}\end{array}\right)$
Solving for $\mathbf{J}_{22}$ initially yields

$$
\left(\begin{array}{c}
-\frac{s_{4} x_{3}-c_{4} x_{2}-a_{4} s_{4} x_{1}}{a_{2} s_{3}}  \tag{95}\\
-\frac{a_{2} s_{34} y_{1}-x_{2}}{a_{3} s_{4}} \\
x_{1}
\end{array}\right)
$$

but the $s_{4}$ in the denominator of the second row cancels out to yield
$\operatorname{sol}\left(J_{22}\right)=\left(\begin{array}{c}-\frac{s_{4} x_{3}-c_{4} x_{2}-a_{4} s_{4} x_{1}}{a_{2} s_{3}} \\ \frac{s_{34} x_{3}-c_{34} x_{2}-a_{4} s_{34} x_{1}}{a_{3} s_{3}} \\ x_{1}\end{array}\right)$
Similarly, the solutions for $\mathbf{J}_{11}^{T}$ and $\mathbf{J}_{22}^{T}$ are, respectively,
$\operatorname{sol}\left(\mathbf{J}_{11}^{T}\right)=\left(\begin{array}{c}\frac{c_{234} y_{3}+s_{234} y_{2}-x_{1}}{h} \\ \frac{x_{2}}{s_{5}} \\ x_{3}\end{array}\right)$
and
$\operatorname{sol}\left(\mathbf{J}_{22}^{T}\right)=\left(\begin{array}{c}x_{3}-a_{4} y_{3} \\ -\frac{a_{2} c_{34} x_{2}-a_{3} c_{4} x_{1}}{a_{2} a_{3} s_{3}} \\ \frac{a_{2} s_{34} x_{2}-a_{3} s_{4} x_{1}}{a_{2} a_{3} s_{3}}\end{array}\right)$
The rest of the solution follows easily from equations (51)-(54).

## 6. Summary

The methods described above can be encapsulated into the following procedures:

### 6.1. Working out the Kinematics

1. Enter all the " $A$ " matrices, modifying them as necessary to define a reasonable $\mathbf{C}$ matrix.
2. Build the equations by multiplying the necessary matrices and equating elements. There will typically be two equation sets: a set of column vector equations in terms of the angles extrinsic to $\mathbf{C}$, and a set of matrix equations in terms of the angles intrinsic to $\mathbf{C}$.
3. Solve for the angles outside $\mathbf{C}$, first by inspection, and secondly by combining equal elements.
4. Solve for the angles of $\mathbf{C}$ in terms of $\mathbf{C}$, in the same way. The elements of $\mathbf{C}$ are known from step 3.

### 6.2. Working out the Jacobian

1. Establish the frame $k$ in which the $J$ is to be derived. This should be optimized with regard to obtaining a simple Jacobian while not allowing the computation of $\mathbf{K}_{6}$ to become too complicated.
2. Derive $\mathbf{J}$ using equations (40) and (41) and the successive $\mathbf{K}_{i}$ found by multiplying "A" matrices. The functions jacobcolr() and jacobcolp() do this using values of $\mathbf{K}_{i}^{-1}$ instead.
3. Rearrange $\boldsymbol{J}$ to simplify the inversion. Permute the rows and columns of $\mathbf{J}$ to first put the matrix into a block triangular form, if possible, and then arrange each of the blocks themselves to be as triangular as possible. Additional simplification can be obtained by adding or sub-
tracting columns which correspond to parallel joints.
4. Find the inverse relationships. The blocks can be inverted using the functions usolve() and lsolve(), and the rest of the solutions are obtained directly from (51)-(54).
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## Appendix A. MACSYMA Sessions

A. 1 Derivation of ETL Robot Kinematics

This is an annotated macsyma session used in deriving the inverse kinematics for the ETL robot.
; The variables al through a6 denote the 6 A matrices for the ; robot while il through i6 denote their inverses. The link pa; rameters are given by aal, dd2, dd3, and dd4. The sines and ; cosines are given by sil through sio and col through co6. sill ; and col 2 are the sine and cosine of angle $1+$ angle 2.
; For later convenience, precombine a1.a2 and its inverse:
(c127) al2 : combine12 (al.a2);
(d127) $\left[\begin{array}{cccc}\text { co12 } & 0 & \text { sil2 } & \text { aalcoI } \\ \text { sil2 } & 0 & - \text { col2 } & \text { aalsil } \\ 0 & 1 & 0 & -d d 2 \\ 0 & 0 & 0 & 1\end{array}\right]$
(c128) il2: combine12 (tsimp(invert(a2)). tsimp(invert(al)));
(d128) $\left[\begin{array}{cccc}c o 12 & s i 12 & 0 & -a a l c o 2 \\ 0 & 0 & 1 & d d 2 \\ s i 12 & -\operatorname{col2} & 0 & -a a l s i 2 \\ 0 & 0 & 0 & 1\end{array}\right]$
; Now form the first three equations to find angles 1 through 3. ; The vector e4 is used to extract the fourth column of each ; equation.
(c129) e4: transpose (matrix([0, 0, 0, 1]));
(d129) $\left[\begin{array}{l}0 \\ 0 \\ 0 \\ I\end{array}\right]$
(c130) eqnl:a12.a3.e4 = t6.e4;
(d130) $\left[\begin{array}{c}c o 12 d d 4 s i 3+d d 3 s i 12+a a 1 c o 1 \\ d d 4 s i 12 s i 3+a a 1 s i 1-c o 12 d d 3 \\ -c o 3 d d 4-d d 2 \\ 1\end{array}\right]=\left[\begin{array}{c}p x \\ p y \\ p z \\ 1\end{array}\right]$
(cl31) eqn2: a2.a3.e4 = i1.t6.e4;
(d131) $\left[\begin{array}{c}c o 2 d d 4 s i 3+d d 3 s i 2 \\ d d 4 s i 2 s i 3-c o 2 d d 3 \\ -c o 3 d d 4-d d 2 \\ I\end{array}\right]=\left[\begin{array}{c}p y s i 1+c o l p x-a a I \\ c o l p y-p x s i l \\ p z \\ 1\end{array}\right]$
(c132) eqn $3: a 3 . e 4=$ il2.t6.e4;
(dI32) $\left[\begin{array}{c}d d 4 s i 3 \\ -c o 3 d d 4 \\ d d 3 \\ 1\end{array}\right]=\left[\begin{array}{c}p y s i l 2+c o 12 p x-a a l c o 2 \\ p z+d d 2 \\ -a a l s i 2+p x s i 12-c o 12 p y \\ 1\end{array}\right]$
; Extract solution for angle 3:
(c133) part(eqn3, 1) $[2,1]=\operatorname{part}($ eqn 3,2$)[2,1]$;
(d133) $-\operatorname{co3dd4=pz+dd2~}$
; Extract solution for angle 1;
(cl34) $x$ :part(eqn3, 2);
(d134) $\left[\begin{array}{c}p y s i 12+c o 12 p x-a a l c o 2 \\ p z+d d 2 \\ -a a 1 s i 2+p x s i 12-c o 12 p y \\ 1\end{array}\right]$
(c135) part(eqn3, 1);
(d135) $\left[\begin{array}{c}d d 4 s i 3 \\ -c o 3 d d 4 \\ d d 3 \\ I\end{array}\right]$
(cl36) $x[1,1)^{\wedge} 2+x[3,1]^{\wedge} 2$

$$
=\operatorname{tsimp}(\operatorname{expand} 12(x[1,1] \hat{2}+x[3,1] \hat{2})) ;
$$

(dl36) $d d 4^{2} s i 3^{2}+d d 3^{2}$

$$
=-2 a a l p y s i l+p y^{2}+p x^{2}-2 a a l c o l p x+a a l^{2}
$$

; Extract solution for angle 2
(c137) eqn2;
(dl.37) $\left[\begin{array}{c}c o 2 d d 4 s i 3+d d 3 s i 2 \\ d d 4 s i 2 s i 3-c o 2 d d 3 \\ -c o 3 d d 4-d d 2 \\ 1\end{array}\right]=\left[\begin{array}{c}p y s i l+c o l p x-a a l \\ c o l p y-p x s i l \\ p z \\ 1\end{array}\right]$
(cl38) x:matrix([dd4 * si3, dd3], [-dde, dd4 * si3]);
(dl38) $\left[\begin{array}{cc}d d 4 s i 3 & d d 3 \\ -d d 3 & d d 4 s i 3\end{array}\right]$
(cl39) invert(x);
(dI39) $\left[\begin{array}{cc}\frac{d d 4 s i 3}{d d 4^{2} s i 3^{2}+d d 3^{2}} & -\frac{d d 3}{d d 4^{2} s i 3^{2}+d d 3^{2}} \\ \frac{d d 3}{d d 4^{2} s i 3^{2}+d d 3^{2}} & \frac{d d 4 s i 3}{d d 4^{2} s i 3^{2}+d d 3^{2}}\end{array}\right]$
(cl40) $k I=\operatorname{part}($ eqn2, 2) $[1,1]$;
(d140) $k I=p y s i l+c o l p x-a a l$
(c141) $k 2=\operatorname{part}($ eqn2, 2) $[2,1] ;$
(d141) $k 2=c o 1 p y-p x s i 1$
(c142) print (matrix([co2], [si2]),
" = ", invert( $x$ ), matrix([k1], [k2]));
$\left[\begin{array}{c}c o 2 \\ s i 2\end{array}\right]=\left[\begin{array}{cc}\frac{d d 4 s i 3}{d d 4^{2} s i 3^{2}+d d 3^{2}} & -\frac{d d 3}{d d 4^{2} s i 3^{2}+d d 3^{2}} \\ \frac{d d 3}{d d 4^{2} s i 3^{2}+d d 3^{2}} & \frac{d d 4 s i 3}{d d 4^{2} s i 3^{2}+d d 3^{2}}\end{array}\right]\left[\begin{array}{l}k 1 \\ k 2\end{array}\right]$
; Derive the solutions for the last three joint angles. For conven-
; ience, define a macro 'rot' which returns the rotational part ; of a transform.
$(c 143) \operatorname{rot}(m):=$ submatrix( $4, \mathrm{~m}, 4)$;
$(d 143) \operatorname{rot}(m):=\operatorname{submatrix}(4, x, 4)$
; Evaluate C in terms of al through a3, and then the find the ; component angles of $C$.
(c144) c;
(d144) $\left[\begin{array}{cccc}n c x & o c x & a c x & p c x \\ n c y & o c y & a c y & p c y \\ n c z & o c z & a c z & p c z \\ 0 & 0 & 0 & 1\end{array}\right]$
(c145) $\operatorname{rot}(c)=\operatorname{rot}(a 12 . a 3)$;
(d145) $\left[\begin{array}{lll}n c x & o c x & a c x \\ n c y & o c y & a c y \\ n c z & o c z & a c z\end{array}\right]=\left[\begin{array}{ccc}c o 12 c o 3 & s i 12 & c o 12 s i 3 \\ \operatorname{co3si12} & -\operatorname{co12} & \operatorname{sil2si3} \\ s i 3 & 0 & -\operatorname{co3}\end{array}\right]$
(c146) $\operatorname{rot}(a 4 . a 5 . a 6)=\operatorname{rot}(c)$;

$$
\left[\begin{array}{ccc}
\text { co4co5co6-si4si6 } & -\operatorname{co4co5si6-co6si4} & \text { co4si5 } \\
\text { co4si }+\operatorname{co5co6si4} & \operatorname{co4co6}-\operatorname{co5si4si6} & \text { si4si5 } \\
- \text { co6si } 5 & \text { si5si } & \operatorname{co5}
\end{array}\right]
$$

$$
=\left[\begin{array}{lll}
n c x & o c x & a c x \\
n c y & o c y & a c y \\
n c z & o c z & a c z
\end{array}\right]
$$

(c147) $\operatorname{col}(\operatorname{part}(\%, 1), 3)=\operatorname{col}(\operatorname{part}(\%, 2), 3)$;
(d147) $\left[\begin{array}{c}c o 4 s i 5 \\ \text { si4si5 } \\ c o 5\end{array}\right]=\left[\begin{array}{c}a c x \\ a c y \\ a c z\end{array}\right]$
(c148) $\operatorname{rot}(a 5 . a 6)=\operatorname{rot}(i 4 . c)$;
(d148) $\left[\begin{array}{ccc}\operatorname{co5} 506 & -\operatorname{co5si6} & s i 5 \\ \operatorname{cossi5} & -\operatorname{si5si6} & -\operatorname{co5} \\ \text { si6 } & \operatorname{co6} & 0\end{array}\right]$

$$
=\left[\begin{array}{ccc}
n c y s i 4+c o 4 n c x & o c y s i 4+c o 4 o c x & a c y s i 4+a c x c o 4 \\
-n c z & -o c z & -a c z \\
\text { co4ncy-ncxsi4 } & \text { co4ocy-ocxsi4 } & \text { acyco4-acxsi4 }
\end{array}\right]
$$

(c149) $\operatorname{col}(\operatorname{part}(\%, 1), 3)=\operatorname{col}(\operatorname{part}(\%, 2), 3)$;
(d149) $\left[\begin{array}{c}s i 5 \\ -\operatorname{co5} \\ 0\end{array}\right]=\left[\begin{array}{c}a c y s i 4+a c x c o 4 \\ -a c z \\ a c y c o 4-a c x s i 4\end{array}\right]$
(c150) rot(a6);
(d150) $\left[\begin{array}{ccc}c o 6 & - \text { si6 } & 0 \\ \text { si6 } & \text { co6 } & 0 \\ 0 & 0 & 1\end{array}\right]$
(c151) $\operatorname{col}(\%, I)=\operatorname{col}(\operatorname{rot}(i 5.14 . c), I)$;
(d151) $\left[\begin{array}{c}c o 6 \\ s i 6 \\ 0\end{array}\right]=\left[\begin{array}{c}c o 5(n c y s i 4+c o 4 n c x)-n c z s i 5 \\ c o 4 n c y-n c x s i 4 \\ (n c y s i 4+c o 4 n c x) s i 5+c o 5 n c z\end{array}\right]$

## A. 2 Derivation of Elbow Manipulator Jacobian

This is an annotated macsyma session to illustrate the derivation and manipulation of Jacobians.
; For the elbow manipulator, the link offsets are given by the ; variables aa2, aa3, and aa4. The composite A matrices a23, ; a34, and a234, along with their inverses i23, i34, and i234, ; are precomputed to help MACSYMA keep the associated angles ; combined.
; Start by computing and simplifying all six columns of the jacobian:
(c111) j1: tsimp(jacobcolr(a1.a234));

(c112) j2 : tsimp(jacobcolr(a2.a3.a4));
(d112) $\left[\begin{array}{c}(a a 2 c o 3+a a 3) s i 4+a a 2 \operatorname{co4si} 3 \\ -a a 2 s i 3 s i 4+(a a 2 c o 3+a a 3) \operatorname{co4}+a a 4 \\ 0 \\ 0 \\ 0 \\ 1\end{array}\right]$
(c113) j3: tsimp(jacobcolr(a3.a4));
(dII3) $\left[\begin{array}{c}a a 3 s i 4 \\ a a 3 c o 4+a a 4 \\ 0 \\ 0 \\ 0 \\ 1\end{array}\right]$
(c114) j4 : tsimp(jacobcolr(a4));
(dII4) $\left[\begin{array}{c}0 \\ a a 4 \\ 0 \\ 0 \\ 0 \\ 1\end{array}\right]$
; $k$ is the matrix between the frame coinciding with joint 5 ; and the Jacobian frame. This is not the identity since the $; z$ axis of $k$ is not parallel with the axis of joint 5 .
(c115) display (k);
$k=\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$
(c116) j5: tsimp(jacobcolr(k));
(d116)
$\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 0 \\ 1 \\ 0\end{array}\right]$
(c117) j6:jacobcolr(i5);
(dII7) $\left[\begin{array}{c}0 \\ 0 \\ 0 \\ s i 5 \\ 0 \\ \operatorname{co5}\end{array}\right]$
; Simplify the columns by subtraction:
(cI18) 22 combine $34(j 2-j 3) \$$
(c119) $33: j 3-j 4 \$$
; Now form the Jacobian:
(c120) $j$ : addcol(j1, j2, j3, j4, j5, j6);
$\left[\begin{array}{cccccc}0 & a a 2 s i 34 & a a 3 s i 4 & 0 & 0 & 0 \\ 0 & a a 2 \operatorname{co34} & a a 3 c o 4 & a a 4 & 0 & 0 \\ -a a 4 c o 234-a a 3 \operatorname{co2} 3-a a 2 c o 2 & 0 & 0 & 0 & 0 & 0 \\ \operatorname{si234} & 0 & 0 & 0 & 0 & s i 5 \\ \operatorname{co234} & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 & c o 5\end{array}\right]$
; Exchange various rows and columns to move the zero block
; into the upper right hand corner and optimize the triangularity ; of the blocks:
(c121) exrow(\%,1,3) $\$$
(c122) exrow(\%, 2,'4)\$
(c123) exrow( \%, 3, 5) \$
(c124) excol(\%, 3, 5) \$
(c125) excol( $\%, 2,5) \$$
(c126) excol( $\%, 4,6) \$$
(c127) excol( $\%, 4,6) \$$
; Now we have the permuted version of the Jacobian.
(c128) $h:-a a 4 * \operatorname{co2} 34-a a 3 * c o 23-a a 2 * \operatorname{co2} 8$
(c129) jp : ratsubst('h, h, d127);
(dI29) $\left[\begin{array}{cccccc}h & 0 & 0 & 0 & 0 & 0 \\ \operatorname{si234} & \operatorname{si5} & 0 & 0 & 0 & 0 \\ \operatorname{co234} & 0 & 1 & 0 & 0 & 0 \\ 0 & \operatorname{co5} & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & a a 2 s i 34 & a a 3 s i 4 & 0 \\ 0 & 0 & 0 & a a 2 \operatorname{co34} & a a 3 c o 4 & a a 4\end{array}\right]$
; Define the sub-blocks of the matrix:
(c130) j11: submatrix(4, 5, 6, jp, 4, 5, 6);
(d130) $\left[\begin{array}{ccc}h & 0 & 0 \\ \text { si234 } & \text { si } 5 & 0 \\ \text { co234 } & 0 & I\end{array}\right]$
(c131) 222 : submatrix(1, 2, 3, jp, 1, 2, 3);
(d131) $\left[\begin{array}{ccc}0 & 0 & 1 \\ a a 2 s i 34 & a a 3 s i 4 & 0 \\ a a 2 \operatorname{co234} & a a 3 \operatorname{co4} & a a 4\end{array}\right]$
(c132) j21: submatrix (1, 2, 3, jp, 4, 5, 6);
(d132) $\left[\begin{array}{ccc}0 & \operatorname{co5} & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$
; Solve j11 recursively, and simpllfy:
(c133) tsimp (lsolve(j11, $y, x$ ));
(dI33) $\left[\begin{array}{c}\frac{x 1}{h} \\ -\frac{\operatorname{si2} 24 y 1-x 2}{s i 5} \\ x 3-\operatorname{co2} 34 y 1\end{array}\right]$
; Solve j22 recursively, and simplify:
(c134) v: tsimp(lsolve(j22, $y, x)$ );
(d134) $\left[\begin{array}{c}\frac{s i 4 x 3-c o 4 x 2-a a 4 s i 4 x 1}{a a 2 \operatorname{co34si4-aa2co4si34}} \\ -\frac{a a 2 s i 34 y 1-x 2}{a a 3 s i 4} \\ x 1\end{array}\right]$
(c135) $\operatorname{co3} 4 * s i 4-\operatorname{co4} *$ si34;
(d135) co24si4 - co4si34
(c136) v: ratsubst(tsimp(expand34(\%)), \%, v);
(d136) $\left[\begin{array}{c}-\frac{s i 4 x 3-\operatorname{co4} x 2-a a 4 s i 4 x 1}{a a 2 s i 3} \\ -\frac{a a 2 s i 34 y I-x 2}{a a 3 s i 4} \\ x I\end{array}\right]$
; Substitute yl into the second row to eliminate si4:
(c137) tsimp(ratsubst(v[1, 1], y1, v));
(d137) $\left[\begin{array}{c}-\frac{s i 4 x 3-\operatorname{co4} x 2-a a 4 s i 4 x 1}{a a 2 s i 3} \\ -\frac{s i 34 x 3-\operatorname{co3} 4 x 2-a a 4 \operatorname{si} 34 x 1}{a a 3 s i 3} \\ x 1\end{array}\right]$
; Solve for $j 11$ recursively, and simplify:
(c138) tsimp(usolve(transpose(j11), $y, x)$ );
$(d 138)\left[\begin{array}{c}\frac{c o 234 y 3+s i 234 y 2-x 1}{h} \\ \frac{x 2}{s i 5} \\ x 3\end{array}\right]$
; Solve for $j 22$ recursively, and simplify:
(c139) v:tsimp(usolve(transpose(j22), $y, x$ ));
(d139) $\left[\begin{array}{c}x 3-a a 4 y 3 \\ -\frac{a a 3 \operatorname{co4} 33-x 2}{a a 3 s i 4} \\ -\frac{a a 2 s i 34 x 2-a a 3 \operatorname{si4} 41}{a a 2 a a 3 \operatorname{co34si4}-a a 2 a a 3 \operatorname{co4si} 34}\end{array}\right]$
(c140) $\operatorname{co34}$ * si4 - co4 * si34;
(d140) co34si4 - co4si34
(c141) v:ratsubst(tsimp(expand34(\%)), \%, v);

$$
\text { (d141) }\left[\begin{array}{c}
x 3-a a 4 y 3 \\
-\frac{a a 3 \operatorname{co4} y 3-x 2}{a a 3 s i 4} \\
\frac{a a 2 s i 34 x 2-a a 3 s i 4 x 1}{a a 2 a a 3 s i 3}
\end{array}\right]
$$

(c142) tsimp (ratsubst(v[3, 1], y3, v);
(dI42) $\left[\begin{array}{c}x 3-a a 4 y 3 \\ -\frac{a a 2 \operatorname{co3} 4 x 2-a a 3 \operatorname{co4} x 1}{a a 2 a a 3 s i 3} \\ \frac{a a 2 s i 34 x 2-a a 3 s i 4 x 1}{a a 2 a a 3 s i 3}\end{array}\right]$
; Lastly, determine the matrix $k 6$ which maps from $k$ to link 6 :
(c143) k6: a5.a6;
(dI43) $\left[\begin{array}{cccc}\operatorname{co5} \operatorname{co6} 6 & -\operatorname{co5si6} & \operatorname{si} 5 & 0 \\ \operatorname{si6} & \operatorname{co6} & 0 & 0 \\ -\operatorname{co6si5} & \operatorname{si5si6} & \operatorname{co5} & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$

## Appendix B. Examples with Other Robots

## B. 1 The PUMA

Probably the most famous of all research robots, the PUMA (Fig. 3) is an anthropomorphic arm with six revolute joints. It
is also one of the more complicated industrial arms, since it has 4 offsets.

The modified "A" matrices are defined as follows:
$\mathbf{A}_{1}=\left(\begin{array}{cccc}c_{1} & 0 & s_{1} & 0 \\ s_{1} & 0 & -c_{1} & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{2}=\left(\begin{array}{cccc}c_{2} & -s_{2} & 0 & a_{2} c_{2} \\ s_{2} & c_{2} & 0 & a_{2} s_{2} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{3}=\left(\begin{array}{cccc}c_{3} & 0 & -s_{3} & a_{3} c_{3}-d_{4} s_{3} \\ s_{3} & 0 & c_{3} & a_{3} s_{3}+c_{3} d_{4} \\ 0 & -1 & 0 & d_{3} \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{4}=\left(\begin{array}{cccc}c_{4} & 0 & s_{4} & 0 \\ s_{4} & 0 & -c_{4} & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{5}=\left(\begin{array}{cccc}c_{5} & 0 & -s_{5} & 0 \\ s_{5} & 0 & c_{5} & 0 \\ 0 & -1 & 0 & 0 . \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{6}=\left(\begin{array}{cccc}c_{6} & -s_{6} & 0 & 0 \\ s_{6} & c_{6} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
The inverse kinematics solution is
$\theta_{1}=2 \operatorname{atan} 2\left(\frac{p_{x} \pm \sqrt{p_{x}^{2}+p_{y}^{2}-d_{3}^{2}}}{d_{3}-p_{y}}\right)$
$\theta_{2}=\operatorname{atan} 2\left(\frac{2 a_{2} p_{z} \pm \sqrt{4 a_{2}^{2}\left(p_{z}^{2}+k_{11}^{2}\right)-k_{21}^{2}}}{k_{21}-2 a_{2} k_{11}}\right)$
$k_{11}=p_{y} s_{1}+c_{1} p_{x}$
$k_{21}=p_{z}^{2}+k_{11}^{2}+a_{2}^{2}-d_{4}^{2}-a_{3}^{2}$
$\theta_{3}=\operatorname{atan} 2\left(\frac{-d_{4} k_{31}+a_{3} k_{32}}{a_{3} k_{31}+d_{4} k_{32}}\right)$
$k_{31}=p_{z} s_{2}+c_{2} k_{11}-a_{2}$
$k_{32}=c_{2} p_{z}-k_{1} s_{2}$
$\theta_{4}=\operatorname{atan} 2\left(\frac{-a_{c y}}{-a_{c x}}\right)$
$\theta_{5}=\operatorname{atan} 2\left(\frac{-a_{c y} s_{4}-a_{c x} c_{4}}{a_{c z}}\right)$
$\theta_{6}=\operatorname{atan} 2\left(\frac{-o_{c z} s_{5}-c_{5}\left(o_{c y} s_{4}+c_{4} o_{c x}\right)}{c_{4} o_{c y}-o_{c x} s_{4}}\right)$
where the rotational components of $\mathbf{C}$ can be computed from the first three angles by
$\left(\begin{array}{lll}n_{c x} & o_{c x} & a_{c x} \\ n_{c y} & o_{c y} & a_{c y} \\ n_{c z} & o_{c z} & a_{c z}\end{array}\right)=\left(\begin{array}{ccc}c_{1} c_{23} & -s_{1} & -c_{1} s_{23} \\ c_{23} s_{1} & c_{1} & -s_{1} s_{23} \\ s_{23} & 0 & c_{23}\end{array}\right)$

The manipulator Jacobian is derived in the link defined by $\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3}$. This gives a $\mathbf{K}_{6}$ matrix defined by
$\mathbf{K}_{6}=\left(\begin{array}{cccc}c_{4} c_{5} c_{6}-s_{4} s_{6} & -c_{4} c_{5} s_{6}-c_{6} s_{4} & -c_{4} s_{5} & 0 \\ c_{4} s_{6}+c_{5} c_{6} s_{4} & c_{4} c_{6}-c_{5} s_{4} s_{6} & -s_{4} s_{5} & 0 \\ c_{6} s_{5} & -s_{5} s_{6} & c_{5} & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
The corresponding Jacobian relationship is

$$
\begin{aligned}
\left(\begin{array}{l}
d x \\
d y \\
d z \\
d \psi \\
d \rho \\
d \phi
\end{array}\right)= & \left(\begin{array}{cccccc}
c_{23} d_{3} & a_{2} s_{3} & -d_{4} & 0 & 0 & 0 \\
h & 0 & 0 & 0 & 0 & 0 \\
-d_{3} s_{23} & a_{2} c_{3} & a_{3} & 0 & 0 & 0 \\
s_{23} & 0 & 0 & 0 & s_{4} & -c_{4} s_{5} \\
0 & 0 & -1 & 0 & -c_{4} & -s_{4} d_{5} \\
c_{23} & 0 & 0 & 1 & 0 & c_{5}
\end{array}\right) \\
& \times\left(\begin{array}{c}
d \theta_{1} \\
d \theta_{2} \\
d \theta_{3}-d \theta_{2} \\
d \theta_{4} \\
d \theta_{5} \\
d \theta_{6}
\end{array}\right)
\end{aligned}
$$

where rows 2 and 3 have been combined and $h$ is defined by $h=-d_{4} s_{23}+a_{3} c_{23}+a_{2} c_{2}$

The permuted form of the relationship is

$$
\begin{aligned}
\left(\begin{array}{l}
d y \\
d x \\
d z \\
d \psi \\
d \rho \\
d \phi
\end{array}\right)= & \left(\begin{array}{cccccc}
c_{23} d_{3} & a_{2} s_{3} & -d_{4} & 0 & 0 & 0 \\
-d_{3} s_{23} & a_{2} c_{3} & a_{3} & 0 & 0 & 0 \\
s_{23} & 0 & 0 & -c_{4} s_{5} & s_{4} & 0 \\
0 & 0 & -1 & -s_{4} s_{5} & -c_{4} & 0 \\
c_{23} & 0 & 0 & c_{5} & 0 & 1 \\
d
\end{array}\right) \\
& \times\left(\begin{array}{c}
d \theta_{1} \\
d \theta_{2} \\
d \theta_{3}-d \theta_{2} \\
d \theta_{6} \\
d \theta_{5} \\
d \theta_{4}
\end{array}\right)
\end{aligned}
$$

The solution is given by
$\operatorname{sol}\left(\mathbf{J}_{11}\right)=\left(\begin{array}{c}\frac{x_{1}}{h} \\ \frac{\left(d_{3} d_{4} s_{23}-a_{3} c_{23} d_{3}\right) y_{1}+d_{4} x_{3}+a_{3} x_{2}}{a_{2} a_{3} s_{3}+a_{2} c_{3} d_{4}} \\ \frac{x_{3}-a_{2} c_{3} y_{2}+d_{3} s_{23} y_{1}}{a_{3}}\end{array}\right)$
$\operatorname{sol}\left(\mathbf{J}_{22}\right)=\left(\begin{array}{c}-\frac{s_{4} x_{2}+c_{4} x_{1}}{s_{5}} \\ s_{4} x_{1}-c_{4} x_{2} \\ x_{3}-c_{5} y_{1}\end{array}\right)$


Fig. 3. The pUMA manipulator.
$\operatorname{sol}\left(\mathbf{J}_{11}^{T}\right)=\left(\begin{array}{c}\frac{d_{3} s_{23} y_{3}-c_{23} d_{3} y_{2}+x_{1}}{h} \\ \frac{a_{3} y_{3}-x_{3}}{d_{4}} \\ \frac{a_{2} s_{3} x_{3}+d_{4} x_{2}}{a_{2} a_{3} s_{3}+a_{2} c_{3} d_{4}}\end{array}\right)$
$\operatorname{sol}\left(\mathbf{J}_{22}^{T}\right)=\left(\begin{array}{c}\frac{c_{4} 5 c_{5} y_{3}+s_{4} s_{5} x_{2}-c_{4} x_{1}}{s_{5}} \\ \frac{c_{5} s_{4} y_{3}-c_{4} s_{5} x_{2}-s_{4} x_{1}}{s_{5}} \\ x_{3}\end{array}\right)$

## B. 2 The Stanford Manipulator

The Stanford manipulator (Fig. 4) is a spherical robot with an offset at the shoulder.

The " A " matrices for the robot are:
$\mathbf{A}_{1}=\left(\begin{array}{cccc}c_{1} & 0 & -s_{1} & 0 \\ s_{1} & 0 & c_{1} & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{2}=\left(\begin{array}{cccc}c_{2} & 0 & s_{2} & 0 \\ s_{2} & 0 & -c_{2} & 0 \\ 0 & 1 & 0 & d_{2} \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{3}=\left(\begin{array}{cccc}\mathbf{1} & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & d_{3} \\ 0 & 0 & 0 & 1\end{array}\right)$


Fig. 4. The Stanford manipulator.
$\mathbf{A}_{4}=\left(\begin{array}{cccc}c_{4} & 0 & -s_{4} & 0 \\ s_{4} & 0 & c_{4} & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{5}=\left(\begin{array}{cccc}c_{5} & 0 & s_{5} & 0 \\ s_{5} & 0 & -c_{5} & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{6}=\left(\begin{array}{cccc}c_{6} & -s_{6} & 0 & 0 \\ s_{6} & c_{6} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
The inverse kinematic solution is
$\theta_{1}=2 \operatorname{atan} 2\left(\frac{-p_{x} \pm \sqrt{p_{x}^{2}+p_{y}^{2}-d_{2}^{2}}}{d_{2}+p_{y}}\right)$
$d_{3}=\sqrt{\left(p_{y} s_{1}+c_{1} p_{x}\right)^{2}+p_{z}^{2}}$
$\theta_{2}=\operatorname{atan} 2\left(\frac{p_{y} s_{1}+c_{1} p_{x}}{p_{z}}\right)$
$\theta_{4}=\operatorname{atan} 2\left(\frac{a_{c y}}{a_{c x}}\right)$
$\theta_{5}=\operatorname{atan} 2\left(\frac{a_{c y} s_{4}+a_{c x} c_{4}}{a_{c x}}\right)$
$\theta_{6}=\operatorname{atan} 2\left(\frac{o_{c z} s_{5}-c_{5}\left(o_{c y} s_{4}+c_{4} o_{c x}\right)}{c_{4} o_{c y}-o_{c x} s_{4}}\right)$
where the rotational components of $\mathbf{C}$ can be computed from the first three angles by
$\left(\begin{array}{lll}n_{c x} & o_{c x} & a_{c x} \\ n_{c y} & o_{c y} & a_{c y} \\ n_{c z} & o_{c z} & a_{c z}\end{array}\right)=\left(\begin{array}{ccc}c_{1} c_{2} & -s_{1} & c_{1} s_{2} \\ c_{2} s_{1} & c_{1} & s_{1} s_{2} \\ -s_{2} & 0 & c_{2}\end{array}\right)$

The manipulator Jacobian is derived in the link defined by $\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3}$. This gives a $\mathbf{K}_{6}$ matrix defined by
$\mathbf{K}_{6}=\left(\begin{array}{cccc}c_{4} c_{5} c_{6}-s_{4} s_{6} & -c_{4} c_{5} s_{6}-c_{6} s_{4} & c_{4} s_{5} & 0 \\ c_{4} s_{6}+c_{5} c_{6} s_{4} & c_{4} c_{6}-c_{5} s_{4} s_{6} & s_{4} s_{5} & 0 \\ -c_{6} s_{5} & s_{5} s_{6} & c_{5} & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
The corresponding Jacobian relationship is

$$
\left(\begin{array}{l}
d x \\
d y \\
d z \\
d \psi \\
d \rho \\
d \phi
\end{array}\right)=\left(\begin{array}{cccccc}
-c_{2} d_{2} & d_{3} & 0 & 0 & 0 & 0 \\
d_{3} s_{2} & 0 & 0 & 0 & 0 & 0 \\
-d_{2} s_{2} & 0 & 1 & 0 & 0 & 0 \\
-s_{2} & 0 & 0 & 0 & -s_{4} & c_{4} s_{5} \\
0 & 1 & 0 & 0 & c_{4} & s_{4} s_{5} \\
c_{2} & 0 & 0 & 1 & 0 & c_{5}
\end{array}\right)\left(\begin{array}{l}
d \theta_{1} \\
d \theta_{2} \\
d \theta_{3} \\
d \theta_{4} \\
d \theta_{5} \\
d \theta_{6}
\end{array}\right)
$$

The permuted form of the relationship is
$\left(\begin{array}{l}d y \\ d x \\ d z \\ d \psi \\ d \rho \\ d \phi\end{array}\right)=\left(\begin{array}{cccccc}d_{3} s_{2} & 0 & 0 & 0 & 0 & 0 \\ -c_{2} d_{2} & d_{3} & 0 & 0 & 0 & 0 \\ -d_{2} s_{2} & 0 & 1 & 0 & 0 & 0 \\ -s_{2} & 0 & 0 & c_{4} s_{5} & -s_{4} & 0 \\ 0 & 1 & 0 & s_{4} s_{5} & c_{4} & 0 \\ c_{2} & 0 & 0 & c_{5} & 0 & 1\end{array}\right)\left(\begin{array}{c}d \theta_{1} \\ d \theta_{2} \\ d \theta_{3} \\ d \theta_{6} \\ d \theta_{5} \\ d \theta_{4}\end{array}\right)$
The solution to this is given by
$\operatorname{sol}\left(\mathbf{J}_{11}\right)=\left(\begin{array}{c}\frac{x_{1}}{d_{3} s_{2}} \\ \frac{c_{2} d_{2} y_{1}+x_{2}}{d_{3}} \\ d_{2} s_{2} y_{1}+x_{3}\end{array}\right)$
$\operatorname{sol}\left(\mathbf{J}_{22}\right)=\left(\begin{array}{c}\frac{s_{4} x_{2}+c_{4} x_{1}}{s_{5}} \\ c_{4} x_{2}-s_{4} x_{1} \\ x_{3}-c_{5} y_{1}\end{array}\right)$
$\operatorname{sol}\left(\mathbf{J}_{11}^{T}\right)=\left(\begin{array}{c}\frac{d_{2} s_{2} y_{3}+c_{2} d_{2} y_{2}+x_{1}}{d_{3} s_{2}} \\ \frac{x_{2}}{d_{3}} \\ x_{3}\end{array}\right)$
$\operatorname{sol}\left(\mathbf{J}_{22}^{T}\right)=\left(\begin{array}{c}-\frac{c_{4} c_{5} y_{3}+s_{4} s_{5} x_{2}-c_{4} x_{1}}{s_{5}} \\ -\frac{c_{5} s_{4} y_{3}-c_{4} s_{5} x_{2}-s_{4} x_{1}}{s_{5}} \\ x_{3}\end{array}\right)$

## B. 3 The SCARA, type 1

The sCara robots are wrist partioned manipulators where the first three joints consist of two rotary joints and one prismatic joint, with all the joint axes parallel.


Fig. 5. The scara manipulator, type 1.

In the first type of SCARA robot (Fig. 5), the prismatic joint is joint 2 .

The " A " matrices for this robot are
$\mathbf{A}_{1}=\left(\begin{array}{cccc}c_{1} & -s_{1} & 0 & 0 \\ s_{1} & c_{1} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{2}=\left(\begin{array}{cccc}1 & 0 & 0 & a_{2} \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & d_{2} \\ 0 & 0 & 0 & 1\end{array}\right)$
$A_{3}=\left(\begin{array}{cccc}c_{3} & 0 & s_{3} & d_{4} s_{3} \\ s_{3} & 0 & -c_{3} & -c_{3} d_{4} \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{4}=\left(\begin{array}{cccc}c_{4} & 0 & -s_{4} & 0 \\ s_{4} & 0 & c_{4} & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{5}=\left(\begin{array}{cccc}c_{5} & 0 & s_{5} & 0 \\ s_{5} & 0 & -c_{5} & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{6}=\left(\begin{array}{cccc}c_{6} & -s_{6} & 0 & 0 \\ s_{6} & c_{6} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$

The inverse kinematic solution is
$\theta_{1}=2 \operatorname{atan} 2\left(\frac{2 a_{2} p_{y} \pm \sqrt{4 a_{2}^{2}\left(p_{y}^{2}+p_{x}^{2}\right)-k_{11}^{2}}}{k_{11}+2 a_{2} p_{x}}\right)$
$k_{11}=p_{y}^{2}+p_{x}^{2}-d_{4}^{2}+a_{2}^{2}$
$d_{2}=p_{z}$
$\theta_{3}=\operatorname{atan} 2\left(\frac{p_{y} s_{1}+c_{1} p_{x}-a_{2}}{p_{x} s_{1}-c_{1} p_{y}}\right)$
$\theta_{4}=\operatorname{atan} 2\left(\frac{a_{c y}}{a_{c x}}\right)$
$\theta_{5}=\operatorname{atan} 2\left(\frac{a_{c y} s_{4}+a_{c x} c_{4}}{a_{c z}}\right)$
$\theta_{6}=\operatorname{atan} 2\left(\frac{o_{c z} s_{5}-c_{5}\left(o_{c y} s_{4}+c_{4} o_{c x}\right)}{c_{4} o_{c y}-o_{c x} s_{4}}\right)$
where the rotational components of $\mathbf{C}$ can be computed from the first three angles by
$\left(\begin{array}{ccc}n_{c x} & o_{c x} & a_{c x} \\ n_{c y} & o_{c y} & a_{c y} \\ n_{c z} & o_{c z} & a_{c z}\end{array}\right)=\left(\begin{array}{ccc}c_{13} & 0 & s_{13} \\ s_{13} & 0 & -c_{13} \\ 0 & 1 & 0\end{array}\right)$
The manipulator Jacobian is derived in the link defined by $\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3}$. This gives a $K_{6}$ matrix defined by
$\mathbf{K}_{6}=\left(\begin{array}{cccc}c_{4} c_{5} c_{6}-s_{4} s_{6} & -c_{4} c_{5} s_{6}-c_{6} s_{4} & c_{4} s_{5} & 0 \\ c_{4} s_{6}+c_{5} c_{6} s_{4} & c_{4} c_{6}-c_{5} s_{4} s_{6} & s_{4} s_{5} & 0 \\ -c_{6} s_{5} & s_{5} s_{6} & c_{5} & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
The corresponding Jacobian relationship is
$\left(\begin{array}{c}d x \\ d y \\ d z \\ d \psi \\ d \rho \\ d \phi\end{array}\right)=\left(\begin{array}{cccccc}a_{2} s_{3} & 0 & d_{4} & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ -a_{2} c_{3} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -s_{4} & c_{4} s_{5} \\ 0 & 0 & 0 & 1 & 0 & c_{5}\end{array}\right)\left(\begin{array}{c}d \theta_{1} \\ d \theta_{2} \\ d \theta_{3}-d \theta_{1} \\ d \theta_{4} \\ d \theta_{5} \\ d \theta_{6}\end{array}\right)$
where columns 1 and 3 have been combined. The permuted form of the relationship is

$$
\left(\begin{array}{l}
d z \\
d y \\
d x \\
d \psi \\
d \rho \\
d \phi
\end{array}\right)=\left(\begin{array}{cccccc}
-a_{2} c_{3} & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
a_{2} s_{3} & 0 & d_{4} & 0 & 0 & 0 \\
0 & 0 & 0 & c_{4} s_{5} & -s_{4} & 0 \\
0 & 0 & 1 & s_{4} s_{5} & c_{4} & 0 \\
0 & 0 & 0 & c_{5} & 0 & 1
\end{array}\right)\left(\begin{array}{c}
d \theta_{1} \\
d \theta_{2} \\
d \theta_{3}-d \theta_{1} \\
d \theta_{6} \\
d \theta_{5} \\
d \theta_{4}
\end{array}\right)
$$

The solution to this is given by

$$
\operatorname{sol}\left(\mathbf{J}_{11}\right)=\left(\begin{array}{c}
-\frac{x_{1}}{a_{2} c_{3}} \\
x_{2} \\
-\frac{a_{2} s_{3} y_{1}-x_{3}}{d_{4}}
\end{array}\right)
$$

$$
\operatorname{sol}\left(\mathbf{J}_{22}\right)=\left(\begin{array}{c}
\frac{s_{4} x_{2}+c_{4} x_{1}}{s_{5}} \\
c_{4} x_{2}-s_{4} x_{1} \\
x_{3}-c_{5} y_{1}
\end{array}\right)
$$

$\operatorname{sol}\left(\mathbf{J}_{11}^{T}\right)=\left(\begin{array}{c}\frac{a_{2} s_{3} y_{3}-x_{1}}{a_{2} c_{3}} \\ x_{2} \\ \frac{x_{3}}{d_{4}}\end{array}\right)$
$\operatorname{sol}\left(\mathbf{J}_{22}^{T}\right)=\left(\begin{array}{c}-\frac{c_{4} c_{5} y_{3}+s_{4} s_{5} x_{2}-c_{4} x_{1}}{s_{5}} \\ -\frac{c_{5} s_{4} y_{3}-c_{4} s_{5} x_{2}-s_{4} x_{1}}{s_{5}} \\ x_{3}\end{array}\right)$

## B. 4 The SCARA, Type 2

In the second type of scara robot (Fig. 6), the prismatic joint is joint 3. The " $A$ " matrices for the robot are:
$\mathbf{A}_{1}=\left(\begin{array}{cccc}c_{1} & -s_{1} & 0 & a_{1} c_{1} \\ s_{1} & c_{1} & 0 & a_{1} s_{1} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{2}=\left(\begin{array}{cccc}c_{2} & -s_{2} & 0 & a_{2} c_{2} \\ s_{2} & c_{2} & 0 & a_{2} s_{2} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{3}=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & d_{3} \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{4}=\left(\begin{array}{cccc}c_{4} & 0 & s_{4} & 0 \\ s_{4} & 0 & -c_{4} & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$


Fig. 6. The scara manipulator, type 2.
$\mathbf{A}_{5}=\left(\begin{array}{cccc}c_{5} & 0 & -s_{5} & 0 \\ s_{5} & 0 & c_{5} & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{6}=\left(\begin{array}{cccc}c_{6} & -s_{6} & 0 & 0 \\ s_{6} & c_{6} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
The inverse kinematic solution is
$\theta_{1}=2 \operatorname{atan} 2\left(\frac{2 a_{1} p_{y} \pm \sqrt{4 a_{1}^{2}\left(p_{y}^{2}+p_{x}^{2}\right)-k_{11}^{2}}}{k_{11}+2 a_{1} p_{x}}\right)$
$k_{11}=p_{y}^{2}+p_{x}^{2}-a_{2}^{2}+a_{1}^{2}$
$\theta_{2}=\operatorname{atan} 2\left(\frac{c_{1} p_{y}-p_{x} s_{1}}{p_{y} s_{1}+c_{1} p_{x}-a_{1}}\right)$
$d_{3}=p_{2}$
$\theta_{4}=\operatorname{atan} 2\left(\frac{-a_{c y}}{-a_{c x}}\right)$
$\theta_{5}=\operatorname{atan} 2\left(\frac{-a_{c y} s_{4}-a_{c x} c_{4}}{a_{c x}}\right)$
$\theta_{6}=\operatorname{atan} 2\left(\frac{-o_{c z} s_{5}-c_{5}\left(o_{c y} s_{4}+c_{4} o_{c x}\right)}{c_{4} o_{c y}-o_{c x} s_{4}}\right)$
where the rotational components of $\mathbf{C}$ can be computed from the first three angles by
$\left(\begin{array}{lll}n_{c x} & o_{c x} & a_{c x} \\ n_{c y} & o_{c y} & a_{c y} \\ n_{c z} & o_{c z} & a_{c z}\end{array}\right)=\left(\begin{array}{ccc}c_{12} & -s_{12} & 0 \\ s_{12} & c_{12} & 0 \\ 0 & 0 & 1\end{array}\right)$
The manipulator Jacobian is derived in the link defined by $\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3}$. This gives a $K_{6}$ matrix defined by
$\mathbf{K}_{6}=\left(\begin{array}{cccc}c_{4} c_{5} c_{6}-s_{4} s_{6} & -c_{4} c_{5} s_{6}-c_{6} s_{4} & -c_{4} s_{5} & 0 \\ c_{4} s_{6}+c_{5} c_{6} s_{4} & c_{4} c_{6}-c_{5} s_{4} s_{6} & -s_{4} s_{5} & 0 \\ c_{6} s_{5} & -s_{5} s_{6} & c_{5} & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
The corresponding Jacobian relationship is
$\left(\begin{array}{c}d x \\ d y \\ d z \\ d \psi \\ d \rho \\ d \phi\end{array}\right)=\left(\begin{array}{cccccc}a_{1} s_{2} & 0 & 0 & 0 & 0 & 0 \\ a_{1} c_{2} & a_{2} & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & s_{4} & -c_{4} s_{5} \\ 0 & 0 & 0 & 0 & -c_{4} & -s_{4} s_{5} \\ 0 & 1 & 0 & 1 & 0 & c_{5}\end{array}\right)\left(\begin{array}{c}d \theta_{1} \\ d \theta_{2}-d \theta_{2} \\ d \theta_{3} \\ d \theta_{4} \\ d \theta_{5} \\ d \theta_{6}\end{array}\right)$
where columns 1 and 2 have been combined. The permuted form of the relationship is
$\left(\begin{array}{c}d x \\ d y \\ d z \\ d \psi \\ d \rho \\ d \phi\end{array}\right)=\left(\begin{array}{cccccc}a_{1} s_{2} & 0 & 0 & 0 & 0 & 0 \\ a_{1} c_{2} & a_{2} & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -c_{4} s_{5} & s_{4} & 0 \\ 0 & 0 & 0 & -s_{4} s_{5} & -c_{4} & 0 \\ 0 & 1 & 0 & c_{5} & 0 & 1\end{array}\right)\left(\begin{array}{c}d \theta_{1} \\ d \theta_{2}-d \theta_{2} \\ d \theta_{3} \\ d \theta_{6} \\ d \theta_{5} \\ d \theta_{4}\end{array}\right)$

The solution is given by
$\operatorname{sol}\left(\mathbf{J}_{11}\right)=\left(\begin{array}{c}\frac{x_{1}}{a_{1} s_{2}} \\ -\frac{a_{1} c_{2} y_{1}-x_{2}}{a_{2}} \\ x_{3}\end{array}\right)$
$\operatorname{sol}\left(\mathbf{J}_{22}\right)=\left(\begin{array}{c}-\frac{s_{4} x_{2}+c_{4} x_{1}}{s_{5}} \\ s_{4} x_{1}-c_{4} x_{2} \\ x_{3}-c_{5} y_{1}\end{array}\right)$
$\operatorname{sol}\left(\mathbf{J}_{11}^{T}\right)=\left(\begin{array}{c}-\frac{a_{1} c_{2} y_{2}-x_{1}}{a_{1} s_{2}} \\ \frac{x_{2}}{a_{2}} \\ x_{3}\end{array}\right)$
$\operatorname{sol}\left(\mathbf{J}_{22}^{T}\right)=\left(\begin{array}{c}\frac{c_{4} c_{5} y_{3}+s_{4} s_{5} x_{2}-c_{4} x_{1}}{s_{5}} \\ \frac{c_{5} s_{4} y_{3}-c_{4} s_{5} x_{2}-s_{4} x_{1}}{s_{5}} \\ x_{3}\end{array}\right)$

## B. 5 The Microbo ECUREUIL

This is a cylindrical robot manufactured by the Swiss company Microbo (Fig. 7).


Fig. 7. The microbo ecureuil.

It is cylindrical, with two prismatic joints, and consequently its kinematics are quite straightforward.

The " $A$ " matrices for this robot are:
$\mathbf{A}_{1}=\left(\begin{array}{cccc}c_{1} & -s_{1} & 0 & 0 \\ s_{1} & c_{1} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{2}=\left(\begin{array}{cccc}0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & d_{2} \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{3}=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & d_{3} \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{4}=\left(\begin{array}{cccc}c_{4} & 0 & s_{4} & 0 \\ s_{4} & 0 & -c_{4} & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{5}=\left(\begin{array}{cccc}c_{5} & 0 & s_{5} & 0 \\ s_{5} & 0 & -c_{5} & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\mathbf{A}_{6}=\left(\begin{array}{cccc}c_{6} & -s_{6} & 0 & 0 \\ s_{6} & c_{6} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
The inverse kinematic solution is
$\theta_{1}=\operatorname{atan} 2\left(\frac{p_{y}}{p_{x}}\right)$
$d_{2}=p_{z}$
$d_{3}=\sqrt{p_{x}^{2}+p_{y}^{2}}$
$\theta_{4}=\operatorname{atan} 2\left(\frac{a_{c y}}{a_{c x}}\right)$
$\theta_{5}=\operatorname{atan} 2\left(\frac{a_{c y} s_{4}+a_{c x} c_{4}}{-a_{c x}}\right)$
$\theta_{6}=\operatorname{atan} 2\left(\frac{-o_{c z} s_{5}-c_{5}\left(o_{c y} s_{4}+c_{4} o_{c x}\right)}{o_{c x} s_{4}-c_{4} o_{c y}}\right)$
where the rotational components of $\mathbf{C}$ can be computed from the first three angles by
$\left(\begin{array}{lll}n_{c x} & o_{c x} & a_{c x} \\ n_{c y} & o_{c y} & a_{c y} \\ n_{c z} & o_{c z} & a_{c z}\end{array}\right)=\left(\begin{array}{ccc}-s_{1} & 0 & c_{1} \\ c_{1} & 0 & s_{1} \\ 0 & 1 & 0\end{array}\right)$
The Jacobian is derived in the frame defined by $\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3} \mathbf{A}_{4}$, from which $K_{6}$ is defined by
$\mathbf{K}_{6}=\left(\begin{array}{cccc}c_{5} c_{6} & -c_{5} s_{6} & s_{5} & 0 \\ c_{6} s_{5} & -s_{5} s_{6} & -c_{5} & 0 \\ s_{6} & c_{6} & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$

The resulting Jacobian relationship is

$$
\left(\begin{array}{l}
d x \\
d y \\
d z \\
d \psi \\
d \rho \\
d \phi
\end{array}\right)=\left(\begin{array}{cccccc}
c_{4} d_{3} & s_{4} & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
d_{3} s_{4} & -c_{4} & 0 & 0 & 0 & 0 \\
s_{4} & 0 & 0 & 0 & 0 & s_{5} \\
0 & 0 & 0 & 1 & 0 & -c_{5} \\
-c_{4} & 0 & 0 & 0 & 1 & 0
\end{array}\right)\left(\begin{array}{l}
d \theta_{1} \\
d \theta_{2} \\
d \theta_{3} \\
d \theta_{4} \\
d \theta_{5} \\
d \theta_{6}
\end{array}\right)
$$

The permuted form of this relationship is

$$
\left(\begin{array}{l}
d x \\
d z \\
d y \\
d \psi \\
d \phi \\
d \rho
\end{array}\right)=\left(\begin{array}{cccccc}
c_{4} d_{3} & s_{4} & 0 & 0 & 0 & 0 \\
d_{3} s_{4} & -c_{4} & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
s_{4} & 0 & 0 & s_{5} & 0 & 0 \\
-c_{4} & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & -c_{5} & 0 & 1
\end{array}\right)\left(\begin{array}{l}
d \theta_{1} \\
d \theta_{2} \\
d \theta_{3} \\
d \theta_{6} \\
d \theta_{5} \\
d \theta_{4}
\end{array}\right)
$$

The solution is given by

$$
\begin{aligned}
& \operatorname{sol}\left(\mathbf{J}_{11}\right)=\left(\begin{array}{c}
\frac{s_{4} x_{2}+c_{4} x_{1}}{d_{3}} \\
s_{4} x_{1}-c_{4} x_{2} \\
x_{3}
\end{array}\right) \\
& \operatorname{sol}\left(\mathbf{J}_{22}\right)=\left(\begin{array}{c}
\frac{x_{1}}{s_{5}} \\
x_{2} \\
c_{5} y_{1}+x_{3}
\end{array}\right)
\end{aligned}
$$

$$
\operatorname{sol}\left(\mathbf{J}_{11}^{T}\right)=\left(\begin{array}{c}
\frac{d_{3} s_{4} x_{2}+c_{4} x_{1}}{d_{3}} \\
-\frac{c_{4} d_{3} x_{2}-s_{4} x_{1}}{d_{3}} \\
x_{3}
\end{array}\right)
$$

$$
\operatorname{sol}\left(\mathbf{J}_{22}^{T}\right)=\left(\begin{array}{c}
\frac{c_{5} y_{3}+x_{1}}{s_{5}} \\
x_{2} \\
x_{3}
\end{array}\right)
$$


[^0]:    * macsuma is a large symbolic mathematics program distributed by Symbolics, Inc., Cambridge, Mass.

[^1]:    * Because the joints are parallel, $d_{i}$ can be set to 0.

